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Abstract
The future fleets of high throughput satellites (HTS) aim to support a diverse

set of applications ranging from “connecting the unconnected” to “video on demand”
at ultra-high data rates. However, achieving such ultra-high data rates has pushed
for the need of more flexible and efficient payloads. Bandwidth and power efficient
transponders require a multicarrier signal excitation of the on-board high power am-
plifiers (HPAs), and an operating point closer to saturation. However, this leads to
severe linear and non-linear distortions due to the increased inter-carrier-interference
(ICI) and intermodulation (IMD) noise, resulting in an overall degradation of system
performance. The analog linearizers built into the channel amplifiers of the on-board
HPAs offer only limited gain and are non-adaptive. In addition, the latest digital video
broadcasting (DVB-S2X) standard is pushing for uplink signals with bandwidths that
are more or less equal to that of transponder’s input multiplexer (IMUX) and output
multiplexer (OMUX). This introduces severe linear and non-linear distortions, espe-
cially for the carriers at the edges. Equalizers are proposed at the receiver terminal
to compensate for the aforementioned distortions, but they increase the complexity
of the receiver significantly. Due to the recent advancements in on-board processors
(OBPs), the distortions caused by the HPAs and transponder filters can be mitigated
on-board the satellite by employing linearization techniques such as digital predis-
tortion (DPD) while maintaining a high degree of power and bandwidth efficiency.
Therefore, this work focuses on the on-board predistortion methods and proposes the
“on-board, adaptive, bandlimited, signal, memory polynomial”-based DPD
as the best suited predistortion method for HTS. Bandlimited DPD allows for the
use of low sampling rate converters in OBPs resulting in low power consumption.
This work presents a novel iterative direct learning architecture (DLA)-based ban-
dlimited memory polynomial (MP) DPD, and compares its performance against a
state-of-the-art in-direct learning architecture (IDLA)-based bandlimited MP DPD.
The novel DLA-based DPD approach outperforms the IDLA-based DPD, especially
under severe bandlimitation constraints. More importantly, using the proposed DPD
methods, this thesis also presents the results of a thorough investigation made to iden-
tify the system parameters which should be optimized for the best DPD performance.
In addition, the presented system parameter identification analysis also highlights the
scenarios where it is feasible to implement DPD. Lastly, the thesis also discusses and
presents the gains of implementing the proposed novel DLA-based DPD in multiport
amplifiers (MPA) and 5G waveforms.
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Kurzfassung
Zukünftige High-Throughput-Satelliten (HTS) Systeme zielen darauf ab, eine

Vielzahl von Anwendungen zu unterstützen, die von Breitbandausbau in ländlichen
Regionen bis hin zu "Video on Demand" bei ultrahohen Datenraten reichen. Um
derartig hohe Datenraten zu ermöglichen, sind jedoch flexiblere und effizientere Nut-
zlasten erforderlich. Bandbreiten- und leistungseffiziente Transponder verlangen eine
Mehrträgersignalanregung der Hochleistungsverstärker (HPAs) des Telekommunka-
tions Satelliten und einen Arbeitspunkt nahe der Sättigung. Dies führt jedoch zu
schwerwiegenden linearen und nichtlinearen Verzerrungen aufgrund der erhöhten Inter-
Carrier-Interferenz (ICI) und des Intermodulationsrauschens (IMD), wodurch sich die
Systemleistung insgesamt verschlechtert. Die in den Kanalverstärkern der On-Board-
HPAs eingebauten analogen Linearisatoren bieten nur eine begrenzte Verstärkung
und sind nicht adaptiv. Außerdem erwartet der neueste Standard für digitales Video-
Broadcasting (DVB-S2X) Uplink-Signale mit Bandbreiten, die in etwa der Bandbre-
ite des Eingangsmultiplexers (IMUX) und des Ausgangsmultiplexers (OMUX) des
Transponders entsprechen. Dies führt zu starken linearen und nichtlinearen Verz-
errungen, insbesondere für die Trägersignale an den Randbereichen. Zur Kompen-
sation der genannten Verzerrungen werden Entzerrer am Empfängerterminal in Be-
tracht gezogen, die jedoch die Komplexität des Empfängers deutlich erhöhen. An-
gesichts jüngster Fortschritte bei On-Board-Prozessoren (OBPs) können die von den
HPAs und Transponderfiltern verursachten Verzerrungen an Bord des Satelliten durch
den Einsatz von Linearisierungstechniken wie der digitalen Vorverzerrung (DPD) re-
duziert werden, während gleichzeitig ein hohes Maß an Leistungs- und Bandbreitenef-
fizienz erhalten bleibt. Die vorliegende Arbeit konzentriert sich deshalb auf Vorverz-
errungsmethoden an Bord des Satelliten und schlägt die „adaptive, gedächtnisbe-
haftete polynombasierte“ DPD für bandbegrenzte Signale als die am besten geeignete
Vorverzerrungsmethode für HTS vor. Die bandbegrenzte DPD ermöglicht die Ver-
wendung von Wandlern mit niedriger Abtastrate in OBPs, woraus eine geringe Leis-
tungsaufnahme resultiert. Diese Arbeit stellt eine neuartige, iterative und auf der
direct learning Architektur (DLA) basierende, bandbegrenzte, gedächtnisbehaftete
polynombasierte (MP) DPD vor und vergleicht ihre Leistung mit einer auf dem Stand
der Technik befindlichen, in-direct learning Architektur (IDLA) basierenden, band-
begrenzten MP-DPD. Der neuartige DLA-basierte DPD-Ansatz übertrifft den IDLA-
basierten DPD-Ansatz, insbesondere unter strengen Bandbeschränkungen. Darüber
hinaus werden in dieser Arbeit die Ergebnisse einer umfassenden Untersuchung zur
Identifizierung und Optimierung der Systemparameter für die beste DPD-Leistung
vorgestellt. Außerdem hebt die Analyse zur Identifizierung der Systemparameter
auch die Szenarien hervor, in denen die Implementierung von DPD möglich ist. Ab-
schließend werden in dieser Arbeit die Vorteile einer Implementierung des vorgeschla-
genen neuartigen DLA-basierten DPD in Multi-port-Verstärkern (MPA) und 5G-
Wellenformen diskutiert und vorgestellt.

Betreuer: Universitätsprofessor Dr.-Ing. Andreas Knopp, MBA
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Chapter 1

Introduction

The future of satellites lies in the deployment of high throughput satellites (HTS).

Today the satellite industry is moving from a broadcast to a unicast paradigm which

has led to an extensive use of HTS. A HTS system splits the service area in to a

multi-spot area and exploits a high level of frequency reuse to provide higher data

rates at lower costs. Moreover, HTS will also play an important role in the coming

fifth generation (5G) of mobile communications, providing services like mobile enter-

prise, disaster relief, remote location automation, and maritime services [1–3]. Over

the past years, efforts have been made to converge the satellite systems towards the

terrestrial systems, especially in the context of physical layer [4, 5]. A satellite com-

munication system interfacing with the terrestrial entities is illustrated in Fig. 1-1. A

satellite communication system is composed of a space, ground and control segment.

The space segment contains the constellation of satellites, while the ground segment

consists of all the earth stations such as gateways, mobile handsets and small service

stations. The control segment performs services like tracking and managing of the

traffic and resources on-board the satellite. While the ground and control segments

play a vital role in a successful operation of a satellite-terrestrial communication sys-

tem, this work focuses on the space segment, especially on the satellite’s payload.

The payload consists of the receiving and transmitting antennas along with all the

electronic equipment (e.g. filters, amplifiers, on-board processors etc.) which sup-

port the transmission of the received data back to earth. The two types of payloads
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architectures, namely regenerative and transparent, which are typically employed in

satellites are illustrated in Fig. 1-2.
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Figure 1-1: A satellite communication system interfacing with terrestrial networks.

1.1 Regenerative Vs. transparent payloads
In current satellite payloads, the over all payload bandwidth is split into several

sub-bands due to power constraints. Moreover, the carriers in each sub-band are am-

plified by a different amplifier [6]. The payload chain responsible for the amplification

of a single sub-band is called a transponder. The splitting of the payload bandwidth

is achieved by a set of bandpass filters called the input multiplexer (IMUX). Fig.

1-2a presents a simplified regenerative payload architecture. The splitted carriers in

regenerative payloads are demodulated and pulse-shaped again by a on-board pro-

cessor (OBP) before amplification. The output multiplexer (OMUX) combines the

amplified carriers before they are transmitted back to earth. Nowadays, the transpar-

ent payload architectures are being increasingly considered for HTS. In transparent

payloads, the splitted carriers are merely amplified and frequency shifted. Fig. 1-2b

presents such an architecture.

TTC: tracking telemetry and command

2



IMUX OMUX 
OBP 

D
em

od
ul

at
or

s

Pu
ls

e 
Sh

ap
in

g
IMUX OMUX 

(b) Transparent  (a) Regenerative 

: Amplifier : Bandpass filter 

Figure 1-2: Regenerative and transparent payload architectures.

The future HTS also consider employing on-board processors in the transpar-

ent payload architectures to obtain higher flexibility and accurate routing/switching

capabilities, especially in multi-beam satellites [7]. Furthermore, the contemporary

OBPs can accurately implement adaptive algorithms to counteract distortions present

in the satellite communication chain directly on-board the satellite, without first de-

modulating the uplinked signal. Lately, the regenerative payloads have become less

popular due to their intrinsic rigidity with respect to the physical layer interface [8].

Therefore, this work considers a transparent payload architecture with an OBP to

implement adaptive solutions for compensating the linear and non-linear distortions

that exist in a satellite communication chain. Such architectures will be discussed at

length in the upcoming chapters. An example of such an architecture is illustrated

by Fig. 2-1 in Chapter 2.

1.2 Distortions in the satellite communication chain

Different sources of distortions exist in a satellite communication chain such as

the thermal noise of transmit/receive antennas, interference from nearby sources,

weather etc [6,8,9]. However, this work primarily focuses on the distortions caused by

the physical components on-board the satellites, especially the non-linear distortions

caused by the transponder’s high power amplifier (HPA) and the memory effects

introduced by the payload’s IMUX and OMUX filters.
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Non-linear distortions: HPAs are inherently non-linear and power hungry de-

vices. They can consume up to 70% of the system energy [10]. Power is a limited

resource in satellites, therefore, it should be utilized efficiently. A common way to

increase the power efficiency of the on-board HPAs is to operate them closer to the

saturation point [11–13]. However, an operation close to saturation introduces severe

non-linear distortions in the amplified signal. On the contrary, the ground station

amplifiers have a much higher saturation power, and are driven deep in the linear re-

gion. A high power efficiency is not a vital performance metric in the ground station

amplifiers as it is in the case of on-board amplifiers.
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Figure 1-3: AM-AM and AM-PM curves for a typical TWTA in a satellite payload.

Fig. 1-3 presents the normalized amplitude-amplitude (AM-AM) and amplitude-

phase (AM-PM) transfer characteristics of a typical traveling wave tube amplifier

(TWTA), where the input back-off (IBO) and output back-off (OBO) are defined

as the input (Pin) and output power (Pout) divided by the saturation power (Psat),

respectively. The HPA operation in the non-linear region (highlighted in grey) results

in significant amplitude and phase distortions in the amplified signal. Moreover,

operating near saturation (i.e., a higher IBO in Fig. 1-3) results in increased inter-

modulation (IMD) noise and out-of-band (OOB) radiation at the HPA output, which

can be observed in Fig. 1-4. A higher OOB radiation leads to a larger adjacent channel
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Figure 1-4: A spectral regrowth comparison between a single and multicarrier exci-
tation of HPAs.

power ratio (ACPR), and a higher IMD noise leads to the clustering and warping of the

signal constellation causing a high bit error rate (BER) [13,14]. The aforementioned

non-linear effects and their definitions are detailed in Chapter 2 Section 2.4.3.

Lately, the multicarrier operation of the on-board HPAs is becoming more common

as the satellite operators seek to extract the maximum efficiency from the satellite’s

resources by re-using the on-board HPAs to serve multiple transponders. This also

keeps the total number of HPAs in the payload low [15], leading to a lower dry

launch mass and reduced power consumption. In addition, the multicarrier mode also

increases the bandwidth efficiency of the HPAs. However, it also leads to server inter-

carrier-interferences (ICI) especially when the HPAs are operated close to saturation.

From Fig. 1-4, it can be observed that operating HPAs in the multicarrier mode

results in higher adjacent channel interference (ACI) and OOB when compared to

the single carrier operation. Furthermore, the non-linearities introduced by the HPA

become more significant when higher order modulation schemes are employed [16].

Linear distortions and memory effects: Apart from the distortions caused

by the non-linear operation of the HPAs, memory effects introduced by the payload’s

IMUX and OMUX filters, especially in wideband applications account for a large

portion of the overall distortion observed in a satellite channel [17]. The latest DVB-

S2X standard is pushing for signals with bandwidths that are more or less equal to
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that of the IMUX and OMUX. This introduces severe linear and non-linear distortions

such as inter-symbol-interference, especially for the carriers at the edges. The effects

of IMUX and OMUX on system performance are detailed in Chapter 2 Section 2.2.3.

1.3 Compensating the linear and non-linear distor-

tions

Future HTS push for very power and bandwidth efficient transponders to cope

up with the demand of extremely high data rate transmission [18, 19]. However,

as discussed in the previous section that operating the transponder’s HPA closer to

saturation and in multicarrier mode to achieve higher power and bandwidth efficiency

results in severe linear and non-linear distortions in the payload’s output. Therefore,

these distortions have to be compensated for.

Analog Vs. digital solutions: To reduce the non-linear distortions in the HPA

output, an analog linearizer is typically built in the channel amplifier (CAMP) (see

Chapter 2 Section 2.4.1) of the HPA [6]. The analog linearizer (or the analog pre-

distorter) is a circuit having transfer characteristics opposite to that of the main

power amplifier’s transfer characteristics. An analog linearizer can achieve a sound

linearization performance [20, 21] and is a cost effective solution, especially at high

bandwidths [22]. However, it is not a practical solution for HTS where flexibility,

performance accuracy and adaptivity are of the utmost concern. Moreover, analog

linearizers over time suffer from a degradation in performance due to the variation

in the HPA’s non linear characteristics induced by changes in temperature and aging

effects [23]. In addition, flexible payloads require dynamic carrier placement which

in turn affects the non-linear behavior of HPAs (See Chapter 3 Section 3.3.6). Fur-

thermore, analog linearizers are only an approximate inverse of the power amplifier

characteristics, and do not cater for the memory effects. Therefore, their non-adaptive

and memoryless nature makes them an impractical standalone solution for HTS. This

pushes for the need of more accurate digital solutions to invert the non-linear HPA

characteristics. In addition, according to [22,24], the trends in linearization methods
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for terrestrial and satellite communications have shifted from analog to digital. With

the advent of bandwidth-efficient and high data rate digital modulation schemes (e.g.,

32-APSK, 64-QAM etc.), the need of higher linearity and adaptive predistortion in

HPAs has led to the beginning of digital linearization. When such digital solutions

are applied either on-ground before transmission or in the satellite before amplifica-

tion, they are called digital predistortion (DPD) [6, 10]. In addition, Beidas et al.

in [25,26] and Kelly et al. in [17] advocate for adaptive DPD solutions over the ana-

log counterparts. Moreover, the non-linearities added by the wideband HPAs are not

only dependent on the IBO, but also on the signal characteristics such as the num-

ber of carriers, modulation order, bandwidth etc. Therefore, adaptive predistortion

algorithms should be considered for future HTS to linearize the HPAs and to track

the changes in signal characteristics.

On-ground Vs. on-board solutions: Digital predistortion (DPD) can be ei-

ther implemented on-ground at the gateway or on-board the satellite. In a typical

HTS application scenario involving multiple gateways, implementing on-ground DPD

would require the knowledge of all the symbols or carriers, which are to be amplified

by a single on-board HPA, at a centralized location on earth which is not possible all

the time. Hence, it is more feasible to implement DPD on-board the satellite. More-

over, implementing adaptive predistortion solutions on-board the satellite would also

be more efficient. This is because the HPA input and output are readily available

without any delay or additional noise (e.g. AWGN). DPD can be implemented at

symbol or waveform level, referred to as data or signal predistortion, respectively.

Apart from DPD, equalization-based solutions at the receiver are also widely present

in the literature for compensating the non-linear channel effects. References [27]

and [28] present the Volterra-based equalizers which can mitigate the non-linear ISI

and IMD present in a satellite communication chain. However, the advantage of

DPD, especially on-board the satellite, lies in the fact that only a single system is

needed to cancel the HPA non-linearity compared to using an equalizer at each user

terminal [10]. Therefore, it makes sense to employ predistortion especially on-board

the satellites since OBPs will be a part of the payload in the future HTS.
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On-board processors and DPD: As discussed in Section 1.1, the future HTS

incorporate transparent transponders with on-board processing capabilities [29]. The

OBPs enable the accurate implementation of signal processing algorithms such as

beam-forming and predistortion directly on-board the satellite. Many of the state-of-

the-art signal DPD algorithms implemented in terrestrial communications [11,12,23]

can be easily extended to satellite specific scenarios, and can be applied directly on-

board the satellite using OBPs. However due to limitations like weight, power and the

radiation hardening requirements of the hardware in satellites, less powerful OBPs are

generally employed. An OBP consists of radiation hardened digital signal processors

(DSPs), analog to digital (ADCs), and digital to analog converters (DACs). Typically,

the radiation hardened components lack the processing and sampling capabilities of

their counterparts employed on-ground (See Chapter 2 Section 2.3). In order to

implement on-board adaptive signal DPD algorithms, a feedback loop is required, i.e.,

the HPA output needs to be fed back to the OBP. Conventionally, the bandwidth of

the HPA output reaches about five times that of the input signal bandwidth due to the

spectral regrowth [12,30]. Moreover, for HTS scenarios where the input bandwidth per

transponder can reach up to 500 MHz, capturing the complete HPA output bandwidth

in the feedback path is not possible or practical. Sampling such high bandwidth

signals in the feedback path would imply using ADCs and DSPs with ultra high

sampling rates which currently is not possible, and would consume a lot of power.

Apart from the DSPs, the ADCs, and DACs also consume a large chuck of the total

power available to the satellite. Furthermore, the power consumption of ADCs/DACs

scales linearly with the sampling rates [31]. In fact, one ADC can consume up to

9.7 Watts and one DAC can utilize up to 3 Watts when operating at ultra high

sampling frequencies [29]. Therefore, in order to implement practical DPD algorithms,

a constraint is put on the sampling rate requirements (or sampling bandwidths) to

reduce the power consumption.

Bandlimitation and DPD: To perform adaptive DPD for HTS, the bandwidth

of the feedback path is often restricted by an analog bandpass filter to allow the use

of low sampling rate ADCs and DSPs [32]. This leads to reduced power consumption
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requirements, and to low complexity payloads [12]. Moreover, predistortion itself is

a non-linear operation which results in the bandwidth expansion of the input signal

(See Fig. 3-8). The entire bandwidth of the predistorted output cannot be sampled

back to an analog signal due to the lack of space grade DACs with very high sampling

rates. As a result, a bandlimitation is also introduced in the forward path through

a digital bandpass filter. Therefore, this work focuses on bandlimited DPD for HTS.

As discussed in Section 1.1, a satellite transponder is equipped with an OMUX for

filtering out the OOB. However, the very tight guardband of the OMUX introduces

linear and non-linear distortions in the HPA output. Complex equalizers are needed

in the receivers to remove these distortions. However, this would significantly increase

the cost and complexity of the receivers. On the other hand, if the feedback signal for

the adaptive on-board DPD is taken from the output of OMUX, then with appropriate

modeling, the predistorter can also mitigate these distortions. Thus removing the need

of complex equalizers. The upcoming chapters will detail the considered bandlimited

DPD techniques in this work and will provide a detailed analysis of the gains observed

when the feedback loop is started from the output of the OMUX.

DPD methods for HTS: Different classes and types of DPD methods are de-

tailed in Chapter 3 Section 3.2 and 3.3. Moreover, Chapter 3 Section 3.3.6 proposes

the Volterra-based memory polynomial (MP) DPD solution as the most suitable DPD

method for HTS. The lookup table (LUT) [33,34], neural network (NN) [35–37], and

p-th order inverse-based [38–40] DPD methods are not practical for HTS as they

exhibit high computational complexity, especially in wideband applications (See Ta-

ble 3.1). These approaches require an extremely large number of DPD coefficients

in wideband operation on the account of higher memory effects [37]. This makes

their on-board implementation very expensive since higher computational complexi-

ties lead to larger computing delays and increased power consumption. The successive

interference cancellation (SIC)-based DPD methods [25, 41] are non-bandlimited in

nature, require a large number of internal iterations, and their open loop structure is

sensitive to loop maladjustments [42]. On the other hand, MPs are extensively used

in the literature to implement signal DPD for both in-direct (IDLA) [11], [43] and
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direct learning architectures (DLA) [12], [44]. The low computational complexity and

linear parameterization of MPs makes them well suited for on-board DPD. Therefore,

the IDLA and DLA-based MP bandlimited DPD approaches are the main focus of

this work.

1.4 Main contributions
Previous sections highlighted the linear and non-linear distortions associated with

the payload’s HPAs and transponder filters, and suggested the IDLA and DLA-based

MP bandlimited DPD as a solution to compensate these distortions. This section

discusses some novel aspects in the field of DPD for HTS studied in this thesis.

1.4.1 System parameters identification analysis

The DPD performance is dependent on several parameters e.g. uplink signal, DPD

algorithm-specific and transponder parameters. Most of the research present in the

literature presents the gain of a particular DPD algorithm for a fixed set of parame-

ters. On the other hand, this work focuses on identifying the key system parameters

which effect the DPD performance. To this end, the performance of the proposed

DPD methods is thoroughly analyzed for different uplink signal, transponder and

predistortion algorithm specific parameters. Moreover, the presented work provides

a set of system parameters and scenarios where it is feasible to implement DPD. In

author’s opinion, identifying the key parameters which effect the DPD performance

can serve as a basis for the optimization of DPD algorithms to maximize their gain,

and to facilitate their implementation in hardware platforms.

1.4.2 Bandlimitation analysis

Section 1.3 introduced adaptive DPD, and the concept of bandlimitation in the

forward and feedback path to reduce the power consumption of the digital architec-

ture on-board the satellite. The bandlimitation is achieved via bandlimiting feedback

and forward path filters. This work analyzes the effect of bandlimitation on the DPD

performance. It is vital to study the effects of varying the bandwidth of the bandlim-

iting filters, as their bandwidth directly influences the required sampling rates for
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ADCs and DACs (See Figure 3-7). Table 2.2 presents the typical bit-resolution, max-

imum supported sampling rates and power consumption for a few radiation-hardened

space grade ADCs. It is clear from Table 2.2 that the higher sampling rate ADCs are

only available for low bit-resolutions. In addition, the ADCs consume more power

at higher sampling rates. Note that reducing the bandwidth of the bandlimiting fil-

ters would lead to a requirement of lower sampling rates for the ADC and DAC in

Figure 3-7. This in turn would lead to a reduced power consumption, and a higher

bit-resolution conversion. A higher bit-resolution in converters introduces smaller

quantization noise. Therefore, it is important to analyze the effects of changing the

bandwidth of the bandlimiting filters on the DPD performance. Moreover in this

work, extensive simulations are performed to find out how low the forward and feed-

back path filter’s bandwidth can be with respect to the transmitted signal bandwidth

to still achieve a gain when DPD is implemented. Furthermore, this work also studies

the recovered gain in performance when a novel iterative DLA-based DPD algorithm

(See Chapter 3 Section 3.3.5) is applied under the bandlimitation constraints. The

system parameter identification analysis and bandlimitation analysis is presented in

Chapter 4.

1.4.3 DPD for multiport amplifiers

Future HTS require not only power efficient but also flexible payloads to opti-

mize their performance for different operational conditions [45]. One of the most

important payload flexibility means is the capability of sharing radio frequency (RF)

output power among different service beams in order to handle unexpected traffic un-

balances and variations over time [46]. Multiport amplifiers (MPAs) offer a practical

solution for the payload’s power flexibility requirements and have been studied as an

effective approach in multi-beam systems [47]. A MPA is an implementation of the

transponder’s power amplification section that allows the sharing of the payload RF

power among several beams/ports, and guarantees a highly efficient exploitation of

the available satellite power [48].
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Implementation issues:

A MPA consists of hardware components like the input/output 3 dB couplers re-

ferred to as input-hybrid-matrix (INET)/output-hybrid-matrix (ONET), and stacked

power amplifiers (PAs). For MPAs to operate ideally, the magnitude and phase rela-

tions at the output of the INET and ONET should be balanced, and the stacked PAs

must have equal linear gains. Otherwise, the inputs signals cannot be recombined

optimally to their respective output ports of the MPA [49]. However, due to aging

and hardware imperfections, the operation of INET and ONET is often compromised,

and the PAs exhibit unequal and non-linear gains, ultimately leading to port isolation

problems [50] and unwanted power losses.

Solution for hardware imperfections in MPAs:

This work details a two-step adaptive method which describes a novel technique

to effectively compensate the effects of an imperfect INET/ONET in its first step,

and performs bandlimited DPD [11,12] for the stacked non-linear HPAs in the second

step. The novel iterative DLA-based DPD is applied in the second step. It should

be noted that no such technique exists in the literature which utilizes the OBP to

digitally compensate for the INET/ONET imperfections.

1.4.4 DPD for 5G waveforms

As mentioned earlier, the HTS will also play a crucial role in providing different 5G

services. Moreover, in order for satellite and terrestrial networks to co-exist, a shared

spectrum would be preferred. Therefore, it is also important to study and analyze

the performance of the new radio (NR) 5G waveform for HTS. The NR and other 5G

candidate waveforms suffer from high peak to average power ratio (PAPR) which sat-

urates the HPA leading to severe non-linear effects in the transponder’s output. The

later chapters of this thesis briefly summarize different PAPR reduction techniques,

and propose the on-board signal clipping [51,52] to reduce the PAPR of the uplinked

5G waveform. Even though signal clipping is non-linear and introduces in-band and

OOB non-linear effects, it offers minimal computational complexity and can be ap-

plied directly to the uplinked signal in the transponder’s OBP. This work proposes
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a novel joint implementation of PAPR reduction and adaptive bandlimited DPD as

another application of the novel iterative DLA-based DPD. It is shown that DPD not

only mitigates the IMD and spectral regrowth from non-linear HPA operation, but

also reduces the non-linear effects introduced by the signal clipping.

The developed DLA-based DPD in Chapter 3, and the system parameter and

bandlimitation analysis presented in Chapter 4 have been published in conference

proceedings and in a journal article, respectively. The references of these works are

listed below.

Journal

• O.B. Usman, A. Knopp: “Digital Predistortion in High Throughput Satellites:

Architectures and Performance” in IEEE Access

Conferences

• O. B. Usman, G. Staude and A. Knopp, "Onboard Compensation of Linear

and Non-Linear Hardware Imperfections in Multiport Amplifiers," 2018 IEEE

Global Communications Conference (GLOBECOM), Abu Dhabi, United Arab

Emirates, 2018, pp. 1-6

• O. B. Usman, G. Staude and A. Knopp, "Adaptive onboard compensation of

non-linear HPAs and imperfect butler matrices in multiport amplifiers for high

throughput satellites," 36th International Communications Satellite Systems

Conference (ICSSC 2018), Niagara Falls, ON, Canada, 2018, pp. 1-8

• O. Bin Usman, T. Delamotte and A. Knopp, "On the Complexity of Sample

Vs. Block-Based Predistortion for High Throughput Satellites," 2018 IEEE

International Conference on Communications (ICC), Kansas City, MO, 2018,

pp. 1-6

• O. B. Usman, A. Knopp and S. Dimitrov, "Onboard PAPR Reduction and

Digital Predistortion for 5G waveforms in High Throughput Satellites," 2020

IEEE 3rd 5G World Forum (5GWF), Bangalore, India, 2020, pp. 174-179
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To summarize

This work focuses on the applications of OBPs in HTS. The author utilizes the

OBPs to implement on-board bandlimited DPD to mitigate the linear and non-linear

distortions caused by the transponder’s HPAs and multiplexing filters. More im-

portantly, this work helps identify the key parameters which effect the DPD perfor-

mance. The thesis also presents a novel iterative DLA-based DPD which outper-

forms the state-of-the-art IDLA-based DPD, especially under severe bandlimitation

constraints. The proposed DPD finds applications in many systems. The author

discuses its application to 5G waveforms and MPAs.

1.5 Thesis organization
From this point on, this thesis is comprised of 4 more chapters. Chapter 2 presents

a transparent HTS transponder in detail. The effects of the IMUX/OMUX filtering

and the non-linear operation of the HPAs are also presented with the help of BER,

PSD and constellation plots. Chapter 2 also provides the mathematical models for

HPAs and MPAs which serve as base for developing DPD algorithms. Predistortion

theory is detailed in Chapter 3. Different classes and types of predistortion methods,

and relevant mathematical models are provided. Moreover, the chapter also presents

the type and class of predistortion which in the author’s opinion is best suited for HTS.

In addition, the author presents the novel iterative DLA-based DPD solution along

with the state-of-the-art IDLA-based DPD. Chapter 3 also discusses two applications

of the proposed DLA-based DPD. Firstly, a novel two-step method for compensating

the imperfect INET/ONET and non-linear HPAs in MPAs. Secondly, joint PAPR

reduction and DPD for 5G waveforms. The performance gains of the novel DLA-

based DPD for the discussed applications are also presented in Chapter 3. Chapter 4

presents the numerical analysis for the proposed novel DLA-based DPD and compares

its performance with the state-of-the-art IDLA-based DPD in terms of BERs, PSDs,

and TD. Most significantly, the chapter provides the simulation results of a thorough

investigation made to identify the key parameters which effect the DPD performance.

In addition, Chapter 4 also presents the the novel bandlimitation analysis, and a power
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and hardware implementation analysis for the proposed DPD methods. Finally, the

conclusions are drawn in Chapter 5. The chapter also summarizes the thesis, and

discusses the possible research topics which can be derived from this work.
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Chapter 2

Satellite transponder for HTS

The previous chapter highlighted the two different payload architectures employed in

the current satellites systems, i.e., the transparent and regenerative payloads archi-

tectures. Chapter 1 also emphasized on the fact that the future HTS systems will

employ transparent payload architecture with on-board processing capabilities. This

chapter details such a transponder model for the HTS. Alongside, the conventional

HPAs employed in transparent payloads, the chapter will also present the application

of multiport amplifiers in HTS. Typically, the exact model of the satellite transponder

is determined by the mission specifications and technological constraints. However, a

higher-level system model of a satellite transponder for HTS is presented in Fig. 2-1.

The details of each blocks are discussed in the following.

ALC

Uplink

fu
LNA

AMP

AMP

LO

Receiver

IMUX OBP

CAMP PA

OMUX

Downlink

fd

HPA

Figure 2-1: A transparent payload with OBP for HTS.

fu: uplink frequency, fu: downlink frequency
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2.1 Receiver: low noise amplification and frequency

conversion
The receiver is a section of the transponder which operates over the entire system

bandwidth. A simplified structure of the receiver is also drawn in Fig. 2-1. In the

receiver, frequency conversion by the mixers is one of the first steps to be performed on

the received carriers. However, a direct frequency conversion of the received carriers

does not satisfy the required system noise temperature specification due to the high

noise figures of the typically employed mixers [53]. Therefore, most of the receivers

are equipped with a low noise amplifier (LNA) [54] which provides the required value

of the effective input noise temperature at the uplink frequency. LNAs have a low

noise temperature, and they can provide a high gain (20-40 dB) to limit the noise

contribution of the subsequent stages, especially the mixing stage. After the low

noise amplification, frequency down-conversion is performed by the mixers using a

local oscilator (LO). Down-conversion to lower intermediate frequencies (IFs) makes

the operations like filtering and signal processing much simpler and faster [6]. The

frequency conversion between the uplink and downlink also ensures the decoupling

between the input and output of the transponder.

2.2 Input and output multiplexing filters
The receiver is typically followed by the IMUX. The IMUX defines the beginning of

channelized section of the satellite transponder. The receiver stage of the transponder

operates on the complete bandwidth (hundreds of MHz). Many carriers share this

bandwidth, and as these carriers pass through the amplification stages of the receiver,

they gives rise to a large number of IMD products. To limit the amount of IMD

noise entering the following stages, channelization of the carriers is performed via the

IMUX. This limits the number of carriers passing through the amplifiers in the coming

stages. Essentially, multiplexers are passive devices which can either split a signal

from a single source to different outputs, or they can combine signals at different

frequencies from different sources onto a single output. Multiplexers in satellites are

basically highly selective branching/combing bandpass filters (BPFs).
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2.2.1 Input multiplexer (IMUX) filter

The IMUX filter channelizes the complete system bandwidth into different sub-

bands. The bandwidth of different channels is defined by a set of BPFs [55]. These

BPFs select the desired frequency bands on which a single power amplifier will operate.

Typical narrowband designs of the IMUX filters can achieve a channelized bandwidth

of as low as 16 MHz. While, the wideband designs can obtain a channelized bandwidth

of up to 500 MHz in Ku-Band. In general, the IMUX filter is designed to handle low

power signals, since it comes before the transponder’s HPA in the payload [17]. For

modeling purposes, the IMUX filter can be realized as an elliptical or Chebychev

infinite impulse response (IIR) filter. The magnitude responses for the nth-order

elliptical and Chebychev filter as a function of angular frequency are given below.

GElip
n (w) =

1√
1 + ε2R2

n(ξ, w/wo)
(a), GCheb

n (w) =
1√

1 + ε2T 2
n(w/wo)

(b), (2.1)

where wo is the cut-off angular frequency, ε is the ripple factor and ξ is the selectivity

factor. R2
n and T 2

n are the nth-order elliptical and Chebychev rational functions [56],

respectively. Fig.2-2a presents the group delay and attenuation characteristics of a

typical IMUX filter as implemented in the DVB-S2X standard [57].
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Figure 2-2: IMUX and OMUX magnitude and group delay response. Filter BW: 36
MHz.

IMUX/OMUX filter BW is defined as the 3dB bandwidth [57].
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2.2.2 Output multiplexer (OMUX) filter

The OMUX filter marks the end of the channelized section of the payload. The

OMUX filter recombines the channels after the power amplification stage. Moreover,

the OMUX also filters the downlink signal to remove the OOB components which

are generated during the non-linear power amplification. However, this leads to a

reduction in radiated power too. Unlike the IMUX, which handles signals with rela-

tively low power, the OMUX operates on the high powered output of transponder’s

power amplifier. Therefore, the OMUX characteristics are different from the IMUX

characteristics, and are depicted in Fig.2-2b. The OMUX bandpass filters can also

be modeled by an elliptical or Chebychev IIR filter with several poles (four to eight).

Moreover, unlike the IMUX where the losses are compensated by the channel ampli-

fication, the losses in the OMUX are critical since they lead to a direct reduction in

the radiated power [6]. To avoid significant power loss, the coupling of the bandpass

filters in the OMUX is accomplished by mounting the filters on a common wave guide

instead of the bulky microwave circulators. Furthermore, to maximize the utilization

of transponder bandwidth and minimize the OOB, the OMUX bandpass filters are

often designed with a much tighter guardband compared to the IMUX. However, a

tighter guard band leads to distortions in the downlink signal. These distortions are

summarized in the following.

2.2.3 Filter channel impairments

The IMUX and OMUX are analog filters which are built in hardware. As a

result, ideal filter characteristics such as constant group delay and equal rejection

across the passband cannot be assumed. The IMUX and OMUX filters introduce

linear distortion in the form of memory effects due to frequency selectivity at high

baud rates, which also corrupts the matched filtering at the receiver and amplifies the

AWGN [41]. Other effects of non-ideal filtering include inter-symbol interference (ISI)

and clustering of constellation points (see Fig. 2-7b). Furthermore, these effects are

enhanced for weaker forward error correction (FEC) code rates, higher baud rates and

larger modulation orders [41]. Additionally, due to tighter guardband requirements,
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the in-band characteristics of the OMUX, especially the group delay characteristics

vary significantly when compared to the group delay characteristics of the IMUX

(see Fig. 2-2). Severe fluctuations in the group delay across the in-band leads to

a phase shift in the spectral components of the wideband downlink signal. This

causes distortions, and ultimately reduction in the system performance. As a solution,

an average group delay of the OMUX can be computed and applied at the ground

station’s receiver to compensate for such distortions. However, the average group

delay can only be applied across the entire signal bandwidth, i.e., some frequency

components will be still misaligned, leading to a decline in signal quality [17].
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Figure 2-3: IMUX and OMUX filtering Vs. ModCods, Baud Rate: 27.5 MHz, Roll-
off:0.2, IMUX/OMUX BW: 36 MHz.

Linear distortions Vs. ModCods

Fig. 2-3 presents the simulated BER performance with respect to (w.r.t) modu-

lation order and code rates (ModCods) in the presence of IMUX/OMUX filtering. A

single carrier signal with a 33 MHz bandwidth is uplinked. The satellite transponder

has a 36 MHz IMUX and OMUX with rejection and group delay characteristics de-

picted in Fig. 2-2. The simulated transponder’s HPA is operated deep in the linear

region to study only the effects of IMUX/OMUX filtering. Fig. 2-3a contains the

curves for QPSK and 16-APSK modulation schemes with FEC coding implemented

in the form of the low density partiy check (LDPC) codes with a code rate (CR) of
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5
6
. It is observed from the figure that the BER performance suffers in presence of

the IMUX/OMUX when compared to the AWGN case only. Furthermore, the loss

in BER performance is more significant for the higher order modulation scheme (16-

APSK) when compared to the lower order modulation scheme(QPSK). Furthermore,

Fig. 2-3b presents the effect on system BER performance when a stronger LDPC

code is employed under non-ideal filtering conditions. From Fig. 2-3b, it is clear that

the signal with a stronger code rate, i.e., 3
4
has a smaller loss in BER performance

when filtering is introduced. Stronger FEC codes create a constellation which is more

robust to the clustering effects. However, a stronger code rate reduces the through-

put and does not solve the underlying problem of linear distortions due to non-ideal

filtering.

Linear distortions Vs. baud rate

Fig. 2-4 provides the simulated BER curves w.r.t different baud rates in the pres-

ence of IMUX and OMUX filtering. Same transponder characteristics are assumed

as in the Fig. 2-3a. It is clear from the Fig. 2-4 that the loss in BER performance is

larger for higher baud rates. A higher baud rate leaves a minimal guardband for the

carrier, thus leading to severe linear distortions. The demand of a higher throughput
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Figure 2-4: Linear distortions Vs. baud rates, Modulation: QPSK, Code rate:5/6,
Carriers:1, Roll-off:0.2, IMUX/OMUX BW: 36 MHz.

in satellites has pushed for the need of higher ModCods and larger baud rates in the

upcoming communication standards. However, Fig. 2-3 and Fig. 2-4 highlighted

the fact that increasing the modulation order, code rate and baud rate magnifies the

introduced linear distortions. A stronger FEC code can be applied to reduce these
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distortions (see Fig. 2-3b), however this decreases the throughput. As a solution,

the DVB-S2X standard [58] proposes a fractionally spaced equalizer to mitigate the

distortions caused by the non-ideal filtering. But, the equalizer in [58] has 42 com-

plex taps which leads to an increased receiver design complexity. However, with the

developments in OBPs, on-board DPD with appropriate modeling can be applied to

not only remove the non-linear but the linear distortions as well. Modeling of pre-

distorters to remove the aforementioned linear effects will be discussed in the coming

chapters.

2.3 On-board processor (OBP)

The performance and efficiency of the satellite payloads can be enhanced by em-

ploying OBPs. Contemporary OBPs offer reliable RF switching/routing [59]. More-

over, they also support baseband signal processing capabilities for implementing al-

gorithms like digital beam forming (DBF) and predistortion. Thus, the payloads

equipped with OBPs are a significant improvement over the analog counterparts.

Furthermore, the state-of-the-art OBPs can be reconfigured from earth, thus allowing

flexible adaptation to the new communication standards or changed environmental

conditions. The OBP is installed in the channelized section of the payload right after

the IMUX as depicted in Fig. 2-1. A higher-level zoomed-in picture of an OBP is

drawn in Fig. 2-5.

2.3.1 Digital signal processors (DSPs)

At the core of the OBP is digital signal processing, a computational process re-

duced to solid-state electronics (see Fig. 2-5). The on-board DSPs are designed

using the radiation-resistant field programmable gate arrays (FPGAs). The natural

space environment is a highly charged environment where the satellite electronics is

subjected to high amounts of radiation which ultimately leads to a loss of circuit func-

tionality [60]. Therefore, for microelectronics circuits to function properly in space,

they must be hardened to withstand the effects of the absorbed radiation. Even

though significant developments have been made in OBP technologies, the radiation

23



ADC

ADC

Controller 
+ 

Clock, LOs

Signal  
Processing

Switching

Beam Forming

DAC

DAC

DSP

C
ha

nn
el

iz
ed

 c
ar

rie
rs

 in
fr

eq
ue

nc
y 

do
m

ai
n

Digitized Carriers

On-Board Processor

Figure 2-5: A higher-level diagram for an on-board processor (OBP).

hardened devices tend to lag behind their counterparts employed in the terrestrial

systems. Table 2.1 summarizes a comparison between a state-of-the-art on-ground

and an on-board FPGA in terms of the transceiver and DSP characteristics [61, 62].

It is clear from the table that the on-board FPGA is much slower and less powerful

compared to the on-ground counterpart. Therefore, the baseband signal processing

algorithms which are to be implemented on the on-board FPGAs e.g. predistortion

or beamforming, should be low-effort and computationally less demanding.

Table 2.1: State-of-the-art on-ground and on-board FPGAs.

Ground FPGA
Xilinx Virtex-7

On-Board FPGA
Xilinx Virtex-5QV

No. of transceivers 48 18
Max transceiver baud rates 11.3 Gb/s 4.25 Gb/s
No. of DSP slices 3600 320
Block RAM 54 Mb 10.7 Mb
Max. operational bandwidth 741 MHz 360 MHz
*Each DSP slice contains a 28x18 twos-compliment multiplier and a 48-bit accumulator.

LOs: local oscillators
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2.3.2 Analog-to-digital converters (ADCs)

ADCs are also an integral part of the OBPs as depicted in Fig. 2-5. The first

operation at the input of the OBP is the conversion of the channelized carriers into

a digital data stream. This is accomplished by ADCs. The converted samples are

represented by a specified number of bits which is determined by the acceptable

amount of the quantization error and the dynamic range of signals [63]. A higher

bit resolution of the digitized samples leads to a lower quantization noise, but also

results in an increased design complexity and power consumption [31]. Practical HTS

transponders are typically operating at several hundreds of megahertz of bandwidth.

This means that the required sampling rates for the on-board ADCs can reach up to 1

GHz or higher [31,64]. Moreover, like the on-board FPGAs, the developments made in

the on-board radiation hardened ADCs are also slow compared to the advancements

made in the terrestrial counterparts.

Table 2.2: Typical characteristics of radiation hardened ADCs.

ADC Type
No. of
Bits

Max. Sampling
Frequency/MHz

Power
Consumption/mW

TID/
Krad

ADC08D1000/NS 8 1000 1600 300
STS8388B/AT 8 1000 3400 1500
SPP/AU 12 5 500 100
AD9042/AD 12 41 545 300
AD6645/AD 14 105 1500 100
92040LP/MX 14 10 355 100
AD977A/AD 16+ 0.2 100 100
7809LP/MX 16+ 0.1 132 100

Table 2.2 presents the typical bit resolution, sampling rates, power consumption

and total ionizing dose (TID) [60] values for some of the available radiation hardened

ADCs. From the table, it can be seen that very high sampling rates are only supported

for low resolution ADCs. Furthermore, as the bit resolution rises, the maximum

achievable sampling rates become lower. This means that for HTS, high bit resolution

ADCs (14+) cannot be yet envisioned. Table 2.2 also highlights the fact that for

higher sampling frequencies and TID, the power consumption rises. Furthermore, the

space-grade DACs also lag in performance, just like the on-board ADCs. Limitations
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on the bit resolution, power consumption and supported maximum sampling rates

affect the performance of the baseband signal processing algorithms implemented in

the FPGAs. These effects will be discussed in the coming chapters.

2.4 High power amplification

HPA is one of the most critical active component of the payload [65, 66], and

it follows the digitized section of the transponder (See Fig. 2-1). A typical RF

HPA comprises of four key components: the main amplification module labeled as

the power amplifier (PA) on Fig. 2-1 which provides the majority of the gain and

RF output power, a low-level CAMP or driver amplifier to bring the total gain up

in order to meet the over all HPA gain requirement, tuning and bias circuitry, and

lastly a power supply to drive the required voltages and currents [66]. The details

of the CAMP, technologies used to build the PAs, and the non-linear PA models are

presented in the following.

2.4.1 Channel amplifier (CAMP)

A CAMP is installed in the transponder’s HPA. It precedes the main power am-

plifier as shown in the Fig. 2-1. Losses incurred in the IMUX reduce the power level

of the signal entering the channelized section of the transponder. This power level is

generally insufficient to drive the channel output of the HPA. The CAMP provides

the required power gain (20 to 50 dB). Fig. 2-6 presents a more detailed architec-

ture of a CAMP. The CAMP contains an attenuator which allows adjustable gains.

This helps compensate for the subsequent HPA gain variations over the satellite’s life.

Moreover, the attenuator also controls the IBO of the transponder’s HPA. An auto-

matic level control (ALC) is also embedded in the CAMP. ALC maintains a constant

power level regardless of input power variations [67]. In addition, to keep the level of

IMD noise low in the input and the output of the main PA, an analog linearizer [20]

is also installed in the CAMP. The analog linearizer contains a circuit with a transfer

function opposite to that of the main PA characteristics. For a given level of IMD

noise, the linearizers can help reduce the operating IBO, i.e., increasing the overall
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power efficiency of the payload.
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Figure 2-6: Channel amplifier (CAMP)(Thales Alenia Space).

2.4.2 Power amplifier module

The PA module is the main component of the HPA, and it provides the maximum

gain which in turn determines the equivalent isotropic radiated power (EIRP). The

operating point of the PA, i.e., IBO is set in the CAMP which in turn governs the

resulting output power delivered to the carriers and the level of IMD noise. Two

types of power amplifiers are employed in satellites: TWTAs and solid state power

amplifiers (SSPAs) [66]. Typical characteristics of TWTAs and SSPAs are provided

in Table 2.3.

Table 2.3: A summary of TWTA and SSPA characteristics.

Characteristic TWTA SSPA
Operating band (GHz) L through Ka L through Ka
Saturated power output (W) 20-250 20-50
Gain at saturation (dB) 55 70-90
DC to RF efficiency (%) 40-65 24-40
Mass (Kg) 1.5-5.5 0.5-2.0

Linearity:
· Carrier to IMD ratio C/IMD (dB) 10-12 14-18
· AM/PM conversion (◦/dB)(near saturation) 4.5-5 2-2.5

TWTAs have maintained an edge over the SSPAs in satellite payloads due to

their higher DC-to-RF conversion efficiency. TWTAs can offer a DC-to-RF efficiency

of 70% in Ku-band. On the other hand, SSPAs have become popular for power

1 Isolator (a circulator with matched load).
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requirements of up to 50W. Furthermore, SSPAs offer longer life times and lower

mass compared to TWTAs [63]. In addition, when compared to TWTAs, SSPAs tend

to be more linear, but TWTAs can exhibit similar linear characteristics through an

addition of a linearizer embedded in the CAMP. Even though TWTAs and SSPAs

offer some advantages and disadvantages, the final choice for a specific type of an

amplifier is made based on the mission requirements and the total costs. But, due

to their higher output power and efficiency, TWTAs are more popular in satellite

payloads. This work does not focus on the technology employed in HPAs, but rather

on the non-linear effects associated with their operation.

2.4.3 High power amplifier: non-linear effects

HPAs are non-linear in nature, and they consume a large amount of power [6,68].

Therefore, they should be operated as efficiently as possible. Although operating

HPAs at a lower IBO leads to a higher power efficiency, but this also introduces

non-linear distortions in the amplified signal. Chapter 1 already highlighted these

non-linear effects. These effects can be divided in two categories.

1: The in-band distortions in the form of clustering and warping of the signal

constellation [14, 26] . The non-linear ISI results in spreading of the received con-

stellation into small clusters instead of discrete constellation points at the receiver.

This effect is known as clustering, and it is depicted in Fig. 2-7b. In addition to

clustering, the non-linear phase (AM-PM) characteristics of the HPA cause the re-

ceived constellation to no longer lie on the original constellation lattice. This effect

is called warping, and it can also be seen in Fig. 2-7b. Both clustering and warp-

ing are detrimental and severely degrade the system BER performance. In addition,

both effects become significantly stronger for multicarrier signals and higher order

modulation schemes [16].

2: The out-band distortions such as spectral regrowth lead to ACI and IMD

noise. Fig. 2-7a explains and provides the mathematical expressions for the IMD ratio

and ACPR. IMD ratio is a measure of the effect of non-linearity on a multicarrier

signal, and it is defined as the ratio between the wanted tone power (PSig) and the
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highest inter-modulation tone power (PIMD) just outside the in-band. The ACPR is

a measure of the degree of signal spreading into the adjacent channels. It is defined

as the ratio of the signal power contained in the adjacent channel (PAdj) to the

signal power in the in-band (PMain). Furthermore, the IMD products also cause a

degradation in the antenna amplitude and phase weightings, leading to a deterioration

in the antenna beam pattern and null depth [69].
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Figure 2-7: The non-linear effect of HPAs, i.e., the in-band and out-band distortions.

2.5 HPA models

HPA models are required to analyze and compensate the non-linear HPA effects.

Two approaches exist in modeling of HPAs, namely the physical modeling and be-

havioral modeling. First approach considers specific electronic elements to model the

HPA, while the second approach performs modeling based on the HPA’s response to

different inputs [10]. This thesis focuses on behavioral models. They can be further

classified into memoryless models or models with memory. To begin with, a model

for an ideal amplifier is provided below.

y(t) = Gx(t), (2.2)
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where G is the desired gain in Volts, and x(t) and y(t) are the input and output of

the amplifier, respectively (see Fig. 2-8). Note that the ideal amplification by the

HPA implies that its output is a perfect replica of the input multiplied by a scalar

gain value.

y(t)
PA

x(t)

Figure 2-8: Input and output for PA.

2.5.1 Memoryless models

Since a practical HPA cannot behave ideally, non-linear models are needed. Non-

linear memoryless models are applicable when HPAs are operated in narrowband.

The parameters for these models are easy to estimate. However, memoryless models

are frequency independent. Note that the input of the HPA x(t) can also be written

in polar coordinate system as x(t) = A(t)ėjϕ(t), where A(t) and ϕ(t) are the amplitude

and the phase of the input signal, respectively. A well-known method for PA charac-

terization is the single-tone test [6,68,70], where the amplitude (AM-AM) and phase

(AM-PM) distortions are measured with respect to different input power levels [68].

The output of a PA for the single-tone test can be written as

y (t) = gAM (|x (t)|) · ej{ϕ(t)+ΦPM (|x(t)|)}, (2.3)

where gAM (x) and ΦPM (x) are the non-linear functions representing the AM-AM

and AM-PM characteristics of the PA. gAM (x) characterizes the gain compression or

expansion of the PA, while the ΦPM (x) depicts the phase shift in the output signal.

For memoryless models, AM-AM and AM-PM distortions are dependent only on the

input’s envelope, i.e., |x (t)|.

2.5.1.1 Polynomial model

A memoryless polynomial model can be used to model HPAs. The input-output

relationship of the HPA using a memoryless polynomial is described as follows
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y(t) =
K∑
k=1

wk · x (t) · |x (t)|k−1 , (2.4)

where wk andK denote the complex-valued polynomial coefficients and the maximum

polynomial order, respectively. The AM-AM and AM-PM characteristics can be

modeled with a polynomial as well.

gAM (|x (t)|) =
Ng∑
n=1

an |x (t)|n (a) ΦPM (|x (t)|) =
NΦ∑
n=1

bn |x (t)|n (b). (2.5)

an and bn are complex-valued. Ng and NΦ are maximum polynomial degrees. The

coefficients wk, an and bn are typically estimated by applying least-squares (LS), based

on the applied input to the PA and the measured output of the PA. The polynomial

model is linearly parameterized. This makes the estimation of the model coefficients

low-effort and robust.

2.5.1.2 Saleh model

The memoryless Saleh model [71] is extensively used in literature to model PAs

[72–74]. The following equations describe the AM-AM and AM-PM characteristics

of the Saleh model.

gAM (|x (t)|) = αAM |x (t)|
1 + βAM |x (t)|2

(a) ΦPM (|x (t)|) = αPM |x (t)|2

1 + βPM |x (t)|2
(b). (2.6)

αAM , αPM , βAM and βPM are the four Saleh model coefficients. gAM (x) and ΦPM (x)

are the non-linear functions representing the AM-AM and AM-PM characteristics of

the PA. The resulting output of the PA for the Saleh model is given by Eq. 2.3.

The Saleh model can be used to represent a realistic TWTA in the forward path in a

computer simulation, while the polynomial model can model the TWTA in the feed-

back path for implementing predistortion algorithms, when frequency independent

behavior of the PA is considered.
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2.5.1.3 Other memoryless PA models

Saleh model fits extremely well to model TWTAs, especially when the TWTAs

are operated in narrowband. However, the Saleh model is not well suited to model

SSPAs. SSPAs have a much smaller phase distortion. The Ghorbani model [75, 76]

is often utilized to model SSPAs. The White model presented in [77] can model

Ka-band (20-60 GHz) SSPAs.

2.5.2 Models with memory

When HPAs are operated in wideband applications, they exhibit memory effects,

i.e., the HPA output not only depends on the current input, but also on the history of

the input signal. The HPA models presented in Section 2.5.1 are unable to describe

the frequency dependent behavior of HPAs, especially when the HPAs are operated

in wideband. HTS utilize the wideband applications of HPAs. Extensive studies have

been made to model the memory effects of power amplifiers [78–82]. The commonly

used models are provided in the following.

2.5.2.1 Volterra model

One of the most accurate HPA model including the memory effects is the Volterra

model [83, 84]. The following equation describe the discretized Volterra model in

terms of the input and output of the PA.

y (n) = h0+

Q−1∑
q1=0

h1 (n) · x (n− q1) · · ·

+
K∑
k=2

Q−1∑
q1=0

· · ·
Q−1∑
qk=0

hk (q1, · · · , qk) · x (n− q1) · · ·x (n− qk) . (2.7)

hk[∗] are the Volterra kernels of the kth order and Q represents the maximum memory

depth. Even though the Volterra series is an infinite series, for practical modeling

purposes, it is truncated to a maximum non-linearity order (K) and memory depth

(Q). Note that the number of kernels to be estimated rise exponentially with Q and

K. This increases the computational complexity of the Volterra model, and makes it

unattractive for HPA modeling. However, simplified versions of the Volterra model

are often employed in practice where only selected kernels are used to model the HPAs.
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A simplified Volterra model referred to as the memory polynomial (MP) model [85]

is detailed in the next subsection.

2.5.2.2 Memory polynomial (MP) model

Memory polynomial (MP) model is a special case of the Volterra model, and it

is composed of the diagonal Volterra kernels [81]. MPs are often utilized for HPA

modeling [11,12,32]. Eq. 2.8 provides the input-output relationship.

y (n) =

Q−1∑
q=0

K∑
k=1

wk,q · x (n− q) · |x (n− q)|k−1 . (2.8)

wk,q are the MP coefficients. The number of coefficients (KQ) in the MP model are

significantly lower than in the truncated Volterra model given in Eq. 2.7. In order

to improve the performance of the MP model, it is often implemented in conjunction

with other cross terms (Volterra kernels) [81]. Taking both, the positive and negative

cross terms, and combining them with Eq. 2.8 results in the generalized memory

polynomial (GMP) model [85]. An advantage of the GMP model over the MP model

is that it is more accurate, but GMP model is also computationally more complex.

Moreover, estimating a larger set of coefficients, e.g., in Volterra or GMP model can

lead to numerical stability issues [85]. Therefore, due to their low computational

complexity and linearly parameterized coefficients, MPs will be extensively used to

model PAs and predistorters in this work.

2.5.3 Summary: HPA models

Table 2.4 provides a summary of the discussed HPA models in terms of the number

of coefficients, and their applicability in narrowband or wideband operation. As

mentioned earlier, future HTS will mostly employ TWTAs due to their higher power

levels and DC-to-RF efficiency. Therefore, depending on the narrowband or wideband

operation of the HPAs, the Saleh model and MPmodel serve as the suitable candidates

for HPA modeling due to their low computational complexity and wide popularity.

QnKMn and QpKMp represent the number of coefficients for the lagging and leading envelope
in the GMP model.
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Table 2.4: A computational complexity comparison of PA models: memoryless Vs.
memory models.

Number of Coefficients Applicability
Memoryless Models NarrowBand
Saleh 4 TWTA
Polynomial K TWTA/SSPA
Ghorbani 6 SSPA
White 4 SSPA
Memory Models WideBand
Generalized Polynomial KQ+QnKMn +QpKMp TWTA/SSPA
Polynomial KQ TWTA/SSPA
Volterra >> KQ+QnKMn +QpKMp TWTA/SSPA

2.6 Multiport amplifiers (MPAs) in HTS

As discussed in Chapter 1, flexibility is another key requirement of the future HTS.

MPA serves as an important flexible payload technology which provides an efficient

use and allocation of the RF power. Apart from flexibility in power, MPAs also

offer lower HPA design burden, reduced number of the redundant HPAs, and better

DC power consumption [86]. Fig. 2-9 presents a single beam transparent payload

architecture incorporating a MPA.

ALC

Uplink

fu
LNA AMP

LO

Receiver

IMUX OBP OMUX

Downlink

fd

MPA

Figure 2-9: A transparent HTS transponder incorporating a multiport amplifier
(MPA).

2.6.1 Structure of a MPA

A MPA is composed of three sections, i.e., an INET, a set of PAs, and an ONET.

Fig. 2-10 presents a four-port MPA. The INET distributes the power of the input

signals xi ∀i = 1 · · ·Np equally, and with different predetermined phase shifts. Np

is the total number of ports. Then each amplifier operates on all the input signals

contained within each of the INET output ports. In the conventional MPA model, the
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amplification is linear, and with equal gains. The amplified signals are then fed to the

ONET. The ONET phase-shifts and combines the amplified signals in such a way that

each of the output port i provides only the amplified version of the input signal xi after

having been amplified by all the PAs [6]. Butler matrices have been widely applied

to the INET and ONET. Butler matrices comprise of 3-dB couplers which distribute

or combine the input signals at their output ports [87] with equal magnitude, but

different phase relations. The amplifiers in MPAs are built with similar technologies

presented in Section 2.4.2. As a result, same HPA models presented in Section 2.5

can be applied to model the amplifiers in MPAs. The complete mathematical model

for the MPAs is discussed in the following.

ONETINET PAs

x2

x1

x3

x4

x̂2

x̂3

x̂4

x̂1 y1

y2

y3

y4

ŷo2

ŷo1

ŷo3

ŷo4

Figure 2-10: A four-port MPA.

2.6.2 Mathematical modeling of MPAs

The input-output relationship of the MPAs is dependent upon the assumptions

made while modeling the INET, ONET, and PAs. Let x = [x1 x2 · · ·xNp ]
T represent

the input to the INET. Then the mathematical model forNp-port MPA can be written

as follows.

x̂ = Ix, (2.9a)

y = Gx̂ = GIx, (2.9b)

ŷo = Oy = OGIx, (2.9c)

where I ∈ CNp×Np and O ∈ CNp×Np are the INET and ONET butler matrices, while

G ∈ CNp×Np is the diagonal gain matrix for Np HPAs. For ideal operation of the

MPAs, two assumptions are made. First, that the INET and ONET must behave as
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ideal phase shifters, i.e., they must be unitary matrices and conjugate transpose of

each other. This means IO = OI = INp, where INp is an identity matrix. Second,

the matrix G must not only be diagonal, but its entries gi must be of the form

gi = Aejθ ∀i = 1 · · ·Np, i.e., linear and equal. An example of an ideal four-port INET

and the gain matrix is given below.

I =
1

2


1 j −1 j

j −1 j 1

−1 j 1 j

j 1 j −1

 (a) G =


Aejθ 0 0 0

0 Aejθ 0 0

0 0 Aejθ 0

0 0 0 Aejθ

 (b) (2.10)

If both of the assumptions are met, then the desired output of the MPA is achieved,

given as follows.

ŷd = Gx. (2.11)

2.6.3 MPA implementation issues

To achieve the desired MPA output given in Eq. 2.11, ideal INET and ONET,

and linear HPAs with equal gains are required. However, in practice, it is difficult to

meet these two assumptions. The problems which arise when these assumptions are

not met are addressed below.

ONETINET PAs
x1 x̂1 y1

ŷo1

[ ]1

2
–

√

1

j

j

1

G1

G2

[ ]1

2
–

√

1

−j

−j

1

x2 x̂2 y2
ŷo2

Figure 2-11: A 2-port MPA with unequal PA gains.

2.6.3.1 Unequal and non-linear HPA gains

In practice, HPAs exhibit non-linear gains and outputs. From Eq. 2.3, Eq. 2.6

(Saleh model) or Eq. 2.8 (Memory polynomial model), it is clear that the MPA

output cannot be expressed as ŷoi = gixi, since gi 6= Aejθ under non-linear conditions.

Therefore making Eq. 2.9b, 2.9c, 2.10b and 2.11 invalid. Furthermore, from different
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PA models discussed in Section 2.5, it is observed that often HPA output depends

on the envelope of the input signal [30]. This not only leads to non-linear outputs,

but unequal gains. Moreover, the resulting spectral regrowth and IMD noise limits

the perfect reconstruction of the input signal at the output of the MPA, even if the

INET and ONET are implemented accurately in the hardware. The following 2-port

MPA example explains the effect of unequal power gains on MPA’s output, even

if linear operation with accurate INET and ONET is assumed. Fig. 2-11 presents

the scenario. Note that the MPA model given in Eq. 2.9 is applicable as gains are

assumed to be linear but unequal. The following equations hold for the 2-port MPA

depicted in Fig. 2-11.

INET Output

x̂1
x̂2

 =
1√
2

1 j

j 1

x1
x2

 =
1√
2

x1 + jx2

x2 + jx1

 , (2.12a)

HPA Output

y1
y2

 =

G1 0

0 G2

x̂1
x̂2

 =
1√
2

G1 (x1 + jx2)

G2 (x2 + jx1)

 , (2.12b)

ONET Output

ŷo1
ŷo2

 =
1√
2

 1 −j

−j 1

y1
y2

 =
1

2

x1 (G1 +G2) + jx2 (G1 −G2)

x2 (G1 +G2) + jx1 (G2 −G1)

 .
(2.12c)

From Eq. 2.12c, it is clear that when unequal HPA gains exist, the desired MPA

output (Eq. 2.11) cannot be achieved due to the interference from all the other ports.

Moreover, in this scenario, if G1 = G2, Eq. 2.12c becomes equal to Eq. 2.11, i.e., the

desired MPA output.

2.6.3.2 Hardware imperfections in INET and ONET

Since the INET and the ONET are analog devices, they suffer from hardware im-

perfections, leading to ineffective Butler matrix operations. This causes port isolation

problems [50], leakages to adjacent ports, unwanted power losses [88] and cross-talk

between the MPA output signals. Moreover, 3-dB couplers used to implement the

INET/ONET also suffer from insertion losses [6] which impact the over all MPA
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power efficiency. Typically, several 2× 2 3-dB couplers are connected together to im-

plement larger INETs or ONETs e.g. 4×4 or 8×8. However, as the size of INETs and

ONETs grows, so does the insertion losses and port leakages. The following presents

a simple example of how the non-ideal behavior of a 2-port ONET leads to cross-talk

between MPA output ports. Fig. 2-12 presents the scenario. A perfect INET and a

linear HPA with equal gains is assumed. The two assumptions keep Eq. 2.9a and Eq.

2.9b valid for the scenario presented in Fig. 2-12. The output of ONET reads

Imperfect ONETINET PAs
x1 x̂1 y1

ŷo1

[ ]1

2
–

√

1

j

j

1

G

G

[ ]1

2
–

√

1

−j + δ2

−j + δ1

1

x2 x̂2 y2 ŷo2

Figure 2-12: A 2-port MPA with an imperfect ONET.ŷo1
ŷo2

 =
1√
2

 1 −j + δ1

−j + δ2 1

 1√
2

G (x1 + jx2)

G (x2 + jx1)


= G

x1
x2

+
G

2

δ1(x1 + jx2)

δ2(x2 + jx1)

 (2.13)

Eq. 2.13 shows that along side the desired MPA output, i.e., ŷoi = Gixi ∀i = 1 · · ·Np,

cross-talk terms are also observed at the output ports. Note that in Eq. 2.13, the

cross-talk terms are observed by modeling the imperfections in the ONET through

additive distortion terms (δ1,δ2). However, cross-talk will still occur for other models

(e.g. multiplicative) of an imperfect ONET as well. A novel two-step solution to

overcome the non-linear effects of the PAs, and the imperfect INET and ONET will

be detailed in the next chapter.

2.7 Summary

This chapter presented a transparent HTS payload architecture including an OBP.

Different sections of the HTS payload including the receiver, multiplexing filters

(IMUX and OMUX), OBPs, and HPAs were discussed in detail, and the technologies

38



used to build these components were also summarized. Moreover, the linear distor-

tions introduced by the IMUX and OMUX filters in the form of memory effects were

also presented. Furthermore, the non-linearities such as spectral regrowth, IMD noise

and ACI introduced by the on-board HPA were discussed in detail too. In addition,

different HPA models were also presented to analyze the non-linear HPA effects. In

the coming chapters, these models will be applied in predistortion schemes to compen-

sate for the distortions introduced by the on-board HPAs and the multiplexing filters.

Lastly, in comparison to a single HPA per transponder, to improve the flexibility in

terms of power, a HTS payload equipped with a multiport amplifier was presented

as well. The next chapter details predistortion as a concept, and presents different

kind of predistortion methods which can be used to compensate the non-linearities

present in the system.
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Chapter 3

Distortion compensation:

predistortion

The previous chapter detailed the distortions associated with the non-ideal filters

and non-linear HPAs employed in HTS payloads. This chapter discusses the different

techniques for mitigating the presented linear and non-linear distortions. Equalization

and predistortion are the two extensively researched and widely applied distortion

compensation methods. This chapter focuses on the later approach, and will detail

the different classes and methods of predistortion. Moreover, the class and type

of predistortion best suited for HTS is also presented. The chapter also details a

novel iterative direct learning architecture-based DPD technique. The proposed novel

technique is also incorporated in a joint PAPR reduction and DPD scheme for 5G

waveforms, and in a novel two-step scheme to overcome the non-linear effects of the

HPAs, and imperfect INET/ONET in multiport amplifiers.

3.1 What is predistortion?

Predistortion (PD) aims at generating a distortion block whose transfer character-

istics are an inverse to that of the transponder’s HPA characteristics. As a result, the

response of the cascaded predistortion and the HPA block is linear or close to being

linear. Fig. 3-1 depicts the principle of predistortion. The predistorter is a non-linear

block [89, 90], as a result, the spectrum of the complex-valued input signal x(t) is
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Figure 3-1: Linearization through predistortion.

expanded (see Fig. 3-1). The predistorter and HPA output for an ideal predistorter

can be expressed as

xPD (t) = p (x (t)) (3.1)

y (t) = f (xPD (t)) = f (p (x (t))) = Gx (t) , (3.2)

where G, p (x (t)), f (x (t)) are the desired HPA gain, and the non-linear transfer

function of the predistorter and HPA, respectively. From Eq. 3.2, it clear that

for an ideal predistorter, the resultant relationship between the normalized transfer

characteristics of a predistorter and a HPA is given by

p (x (t)) = f−1 (x (t)) . (3.3)

3.2 Classes of predistorters

Predistortion can be classified according to two main criteria [91]. The type of

signal which is modified before transmission (data or signal predistorters) and the

applied technology (digital or analog predistorters).

3.2.1 Signal predistortion

Signal predistortion manipulates the pulse-shaped signal without accessing the

underlying original constellation and data symbols [10]. Fig. 3-2a presents a sig-
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nal predistorter. Signal predistorters can be employed either on-ground or on-board

the satellite, and are typically placed just before the HPA. If signal predistorters are

operated at baseband or an intermediate frequency (IF), then digital and adaptive

implementations are also possible. Moreover, the CAMP of the payload’s HPA nor-

mally contains an analog signal predistorter [20]. Some references for adaptive and

non-adaptive signal predistorters are [11, 12,20,30,92].

3.2.2 Data predistortion

Data predistortion manipulates the baseband data symbols, and it is only ap-

plicable in the digital domain. Fig. 3-2b presents a data predistorter. It modifies

the baseband constellation symbols to mitigate the non-ideal filtering and non-linear

amplification effects. Data predistortion is typically applied in on-ground stations.

However, it can also be envisioned on-board the satellites in regenerative payloads,

where the symbols are first recovered from the received RF signal using OBPs. Data

predistortion can be adaptive or non-adaptive. Some references for data predistorters

are [25, 33,57,93,94].

3.2.3 Analog predistortion

Analog predistorters perform signal predistortion. They are built using analog

components and are commonly placed just before the power amplifier [95]. Typically,

analog predistorters invert the third or fifth order polynomial approximation of the

HPA characteristics [10]. A frequently employed analog signal predistorter is a cubic

predistorter [20]. It is composed of a pair of diodes, and a linear impedance. In

addition, the analog predistorters have on-board applications, and are normally built

in the CAMP of the payload’s HPA [6]. However, analog predistorters are typically

non-adaptive in nature.

3.2.4 Digital predistortion (DPD)

Digital data or signal predistortion is implemented using DSPs introduced in

Chapter 2 Section 2.3.1. Unlike the analog predistortion, DPD offers accuracy and

Tx: transmit, Rx: receive.
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Figure 3-2: The typical configurations of data and signal predistorters.

adaptive compensation designs. DPD is applicable either in on-ground stations [17,25]

or in transponder’s OBPs [30,96]. For DPD implementations, the sampling rates and

resolution of the converters are of utmost importance, and they are usually selected

based on the bandwidth of the signals and the acceptable amount of quantization

noise allowed in the payload, respectively. Furthermore, the constraints on sampling

rates and on the resolution of the converters are much stricter when on-board signal

DPD is considered. This is because the less powerful on-board DSPs and converters

available in the payload. Fig. 3-3 summarizes the technology used and the placement

of the data and signal predistorters in a typical transmission chain.

Signal PD Data PD

Digital PD Analog PD

RF BB

IF/BB

Figure 3-3: Classes of predistorters and their placement along the transmission chain
(baseband (BB), intermediate frequency (IF), radio frequency (RF)).
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3.3 Predistortion techniques

Last section summarized the different classes of predistorters. This section summa-

rizes the different kinds of predistortion techniques which exist with in these classes.

Table 3.1 presents the state-of-the-art predistortion techniques, and their suitability

for HTS. The listed techniques are detailed in the following.

3.3.1 Analog cubic predistorter

Analog linearizer e.g., a cubic predistorter [20] is a solid solution for linearization,

and is typically employed for linearizing TWTAs [22, 98] in satellite transponders.

It provides a sound linearization gain in static operational conditions, i.e., fixed up-

link signal characteristics. However, analog predistortion is not a practical solution

for HTS where flexibility, performance accuracy, and adaptivity are of the utmost

concern. In addition, the cubic predistorter is memoryless. Moreover, nowadays Do-

herty and envelope tracking [99] (ET) PAs dominate telecommunications. Systems

employing these PAs almost universally employ DPD to maintain satisfactory linear-

ity [22, 99]. Although, analog predistorters offers a cost effective solution, especially

at very high bandwidths [22], but their non-adaptive and memoryless nature make

them an impractical standalone solution for HTS. Fig. 3-5 details the need of adaptive

DPD.

3.3.2 Look up table (LUT)-based approaches

A Look-up table (LUT) can be used to perform adaptive digital data or signal

predistortion. A data DPD technique detailed in [33] utilizes LUTs to compensate

for non-linear HPAs including the memory effects for QAM-based signals. In addi-

tion, LUTs can also be applied for signal DPD as suggested in [34]. Even though the

LUT-based techniques can offer significant linearization performance [33,34], but the

size of LUTs grows exponentially with memory depth and modulation order [100].

This severely increases the computational load, power consumption and memory re-

quirements, especially in OBPs where the computational power is limited. LUT

based-DPD methods only offer practical solutions in narrowband operation of the
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HPAs, i.e., when the memory effects can be ignored. Since the practical HTS systems

implement wideband operation of HPA, LUT-based predistortion methods are not

considered in this work.

3.3.3 Neural network (NN)-based approaches

Neural network (NN) is a parallel distributed information system which can be

applied to approximate predistorters. A low-effort digital signal NN-based predis-

torter was presented in [35] which reported a linearity gain of up to 25 dB. However,

the technique in [35] only considered memoryless non-linearities and zero loop delay,

which is not ideal. The NN-based DPD techniques which compensate for the mem-

ory effects of HPAs are detailed in [36,37] and references within. [37] also presented a

comparison between a truncated Volterra model-based DPD [101], a deep NN-based

DPD [37], and a static NN-based DPD [36]. The proposed DNN-based approach

in [37] achieves a very low adjacent channel power ratio (ACPR) of approximately

-52 dBc. However, the DNN-based DPD requires 81,002 coefficients, while the im-

plemented Volterra-based DPD method in [37] only needs 50 coefficients to achieve

a similar ACPR performance [37, Table 2, Table 3]. [102] implements a bandlimited

NN-based DPD for a signal with 40 MHz bandwidth. To achieve a low normalized

mean squared error (NMSE) of -37 dB, 2217 to 3252 coefficients are needed [102, Table

1, Table 2]. [36] considers a memory of Q = 3 to maximize the gain while exhibit-

ing a high computational complexity and power consumption. Due to the severe

computational complexity and high power consumption exhibited by the NN-based

approaches, they are impractical for on-board implementation where the processing

power is limited due to radiation hardening requirements. In addition, the referenced

NN-based DPD approaches do not cater for the memory effects introduced by the

IMUX/OMUX. The Volterra-based predistorters are discussed in the coming Section

3.3.5.

3.3.4 Successive interference cancellation-based approaches

Successive interference cancellation (SIC) is also a compensation technique which

mitigates the non-linear distortions and non-ideal filtering effects. The SIC-based
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DPD (data or signal) is a feed-forward [103] approach with an open loop structure.

State-of-the-art SIC-based digital data predistorters implemented at the gateway are

detailed in [25,41]. The DPD algorithm in [25,41] can easily be extended to a signal-

based DPD. Even though the SIC can offer low computational complexity and near

optimal performance, but they are also not feasible for HTS as they are typically

implemented as data (symbol) predistorters [25,41]. Data DPD can either be imple-

mented on-ground in gateways, or on-board in regenerative payloads. As discussed

earlier, both scenarios are not in the scope of future HTS. In addition, SIC-based

DPD methods are non-bandlimited in nature, require a large number of internal iter-

ations, and their open loop structure is sensitive to loop maladjustments [42]. Thus

rendering the approach impractical.

3.3.5 Volterra model-based approaches

The Volterra series [84] introduced in Chapter 2 Section 2.5 can also be used to

implement signal and data DPD techniques. The two main architectures which are

extensively utilized in the literature for Volterra model-based predistortion are the

feedback loop-based direct learning architecture (DLA) and in-direct learning archi-

tecture (IDLA) [104]. In the feedback loop-based DPD approaches, a small portion

of the HPA output is feedback to a DSP to adaptively compute the DPD coefficients.

Although a feedback loop reduces the radiated power of the payload, however, this

power loss can be minimized by using the state-of-the-art 40-50 dB couplers. Such

couplers ensure that the power in the feedback signal is 40-50 dB below the radi-

ated power. Fig. 3-4 presents the two different architectures. The IDLA-based DPD

methods first adaptively identifies the post-inverse filter coefficients which are then

copied to work as a predistorter. References [11] and [43] employ IDLA to imple-

ment DPD. On the other hand, the DLA-based DPD approaches first compute the

HPA model adaptively. Then based on this digital HPA model, the DPD coefficients

are computed. References [97] and [44] incorporate DLA for DPD. The DLA-based

DPD methods are computationally more expensive and slower when compared to

the IDLA-based DPD methods. However, a big draw back of the IDLA-based DPD
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approaches is that the non-linear blocks are not permutable theoretically, i.e., com-

puting a post-inverse and using it as a pre-inverse is not the optimal solution. Some

of the widely researched Volterra series-based DPD methods are discussed below.

Predistorter 

Adaptive digital
HPA Model

HPAPredistorter 
(Copy of A)

Post-predistorter 
Training (A)

HPA

(a) In-direct learning (b) Direct learning

Predistorter 
Calculation 

HPA Model 
Estimation 

 
 
 

Figure 3-4: The direct and in-direct learning architectures for DPD.

3.3.5.1 P th-Order inverse predistortion

The pth-order inverse method [38, 39] implements a predistorter as a Volterra-

system of a finite order P . These methods incorporate a DLA. Typically, the DPD

methods involving the pth-order inverses require an estimation of a large number of

coefficients (kernels), especially at higher orders and memory depths. For narrow-

band operation of the transponder’s HPAs and filters, i.e., when the memory effects

can be ignored, this approach is feasible and can provide a significant gain in perfor-

mance [40]. The number of the estimated DPD coefficients is low when memoryless

DPD is implemented. However, HTS scenarios consider much larger bandwidths and

a wideband operation of the HPAs, i.e., the transponder will exhibit memory effects.

In terms of DPD this means computation of large number of DPD coefficients which

can lead to computing delays. This makes the pth-order inverse approach imprac-

tical for implementation in OBPs. On the other hand, the IDLA and DLA-based

polynomial approaches can outperform the p-th order inverse method as suggested

in [26]. Furthermore, an exact inverse of a Volterra system is difficult to construct,

and the p-th order inverse is only an approximation [11] [105]. The polynomial based

approaches are introduced in the next subsection.
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3.3.5.2 Memory polynomial (MP)-based predistortion

MPs were introduced in Chapter 2 Section 2.5.2 as a reduced complexity variation

of the Volterra series. MPs are extensively used in the literature to implement signal

DPD for the IDLA-based [11, 43] and DLA-based [44, 97] DPD methods. MPs are

commonly applied in ground stations to implement signal DPD [17]. However, due

to their low computational complexity and linear parametrization, MP-based DPD

methods are also well suited for on-board DPD, especially in the wideband application

of the transponders. Therefore, MP-based DPD is the main focus of this work.
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Figure 3-5: The need for adaptive DPD with varying HPA and uplink signal charac-
teristics.

3.3.6 Proposed predistortion techniques for HTS

Section 3.2 and 3.3 presented different classes and many different types of pre-

distorters, ranging from analog to digital, on-ground to on-board, and non-adaptive

to adaptive. This section proposes the class and type of the predistorter best suited

for the HTS in author’s opinion. Since future HTS will employ OBPs, only on-

board digital predistortion schemes are suggested for implementation by the author

in this work. Note that the complete information about all the carriers accessing

the transponder is available on-board, and a single on-board digital predistorter can

linearize the entire bandwidth of the HPA. In addition, since the future HTS employ

transparent architectures, only signal DPD is considered by the author. It should be
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noted that the on-board data DPD can only be implemented in regenerative payloads.

Furthermore, the author only proposes adaptive on-board signal DPD implementa-

tions for HTS. Fig. 3-5 highlights the need and advantages of adaptive predistortion.

Fig. 3-5a provides the linearization gain for a non-adaptive analog linearizer (the cu-

bic predistorter [20]) when cascaded with a TWTA. Moreover, Fig. 3-5a also presents

the linearization gain for the same analog linearizer when applied to a TWTA with

slightly changed AM-AM/AM-PM characteristics. Note that a loss in linearization

gain is observed when the analog linearizer is not updated adaptively according to the

changed TWTA model. In addition to the HPA characteristics, the signal character-

istics such as the ModCods, signal bandwidth, and number of carriers also determine

the severity of the non-linear distortions added to the HPA output. Therefore, it is

vital to also track changes in signal characteristics for optimal mitigation of the added

distortions. Fig. 3-5b presents the BER curves for the middle carrier of a 16-APSK

modulated 3-carrier signal for a system with an on-board DPD implementation. From

Fig. 3-5b, a gain of 1.1 dB in Es/No is observed when an older set of DPD coefficients

from a system of N = 2 carriers are applied to the new system of N = 3 carriers.

However, when an updated set of DPD coefficients are applied (green curve), the gain

is almost 3.1 dB. Thus indicating the need for adaptive DPD. Typically, a feedback

loop architecture is required to implement adaptive DPD, where the HPA output is

sampled and fed to the OBP. However, due to the constraints like power consumption

and radiation hardening requirements, the bandwidth of the feedback path needs to

be restricted. This allows the use of low sampling rate ADCs and FPGAs. Therefore,

the author only proposes the more practical bandlimited DPD for HTS in this work.

Fig. 3-6 summarizes the different traits of predistortion which should be considered

for HTS. The Volterra-based MP DPD solutions meet all the criteria presented in Fig.

3-6, i.e, a digital, signal, on-board, adaptive and bandlimited implementation

with low computational complexity. The next section details the mathematical

framework for bandlimited MP DPD.
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Figure 3-6: Predistortion for HTS: Algorithm characteristics.

3.4 Mathematical framework

Among the different DPD techniques presented in Section 3.3, the on-board MP-

based bandlimited DPD was chosen by the author as the most suitable DPD approach

for HTS. This section provides the mathematical framework for the state-of-the-art

IDLA-based and a novel DLA-based MP DPD method implemented in this work.

Fig. 3-4 depicts the two architectures.

3.4.1 In-direct learning architecture (IDLA)-based DPD

A MP-based DPD incorporating an IDLA is detailed in [11]. The mathematical

description to compute the DPD coefficients is summarized in the following. Using

MPs, the complex-valued DPD output (Predistorter block) in Fig. 3-4a reads

z (n) =
K∑
k=1

Q∑
q=0

ckq

[
x (n− q) |x (n− q)|k−1

]
, (3.4)

where x(n) and z(n) are the DPD input and output, respectively. K and Q are the

non-linearity order and the maximum memory depth of the predistorter, respectively.

ckq ∀k = 1 · · ·K, ∀q = 0 · · ·Q are the MP model coefficients for the DPD. Let

x̂(n, k, q) = x(n− q) |x(n− q)|k−1 , (3.5a)

x̂n = [x̂(n, 1, 0) x̂(n, 1, 1) · · · x̂(n, 1, Q) · · · x̂(n,K,Q)]T, (3.5b)

then the MP DPD model in Eq. 3.4 can be written compactly as

z (n) = x̂Tnc. (3.6)

For an input block with N samples, i.e., x = [x(0) x(1) · · · x(N − 1)]T, the MP

model for the DPD output z = [z(0) z(1) · · · z(N − 1)]T in matrix form reads

z = X̂c where, X̂ = [x̂0 x̂1 · · · x̂N−1]T, (3.7)
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where the entries of the X̂ are defined in Eq. 3.5a. Ideally, for a system presented in

Fig. 3-4a z(n) = ẑ(n), i.e., e(n) = 0, where ẑ(n) is the output of the post-presditorter

(A). Given the measured output of HPA y(n) and the digitally computed DPD output

z(n), the task is to find out the parameters of the post-distorter block (A) which are

then copied to the predistorter. It is assumed that the HPA non-linearity is invertible

so that e(n) = 0. The output of the block (A) is given by

ẑ = Ŷa, (3.8)

where Ŷ is defined the same way as X̂, and a are the MP coefficients of the post-

distorter. At convergence, i.e., when e(n) = 0

ẑ = z = Ŷa = X̂c, (3.9a)

c = a. (3.9b)

Since, ẑ(n) is linear in the parameters akq, the coefficients akq∀k = 1 · · ·K, q = 0 · · ·Q

are computed based on the least-squares (LS), and are given as follows

a = c = (ŶHŶ)−1ŶH ẑ. (3.10)

In this work, the above described methodology is made iterative to ensure that e(n) =

0 or is nearly zero. For the first iteration the DPD coefficients have a trivial solution,

i.e., c = [1 0 · · · 0]T. For each subsequent iteration, the DPD output z(n) is computed

based on the updated DPD coefficients, and the respective output of the PA y(n) is

measured. Then z(n) and y(n) are used to estimate the DPD coefficients for the next

iteration. Table 3.2 describes the algorithm.

3.4.2 Direct learning architecture (DLA)-based DPD

MPs can also be applied to DLAs. A DLA-based DPD method implemented in

this work is detailed in the following. For DLA-based DPD, Eq. 3.4 through Eq. 3.7

are still applicable. Like the DPD block, the HPA block can also be modeled using

MPs as follows

ỹ (n) =
K∑
k=1

Q∑
q=0

wkq

[
z (n− q) |z (n− q)|k−1

]
, (3.11)
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In-direct learning-based DPD Direct learning-based DPD

known parameters: K,Q, Imax, X̂,y
Initialization c(0)BL = 1,

Iteration 1≤i≤ Imax:
z = X̂c(i−1);

c(i) = (ŶHŶ)−1ŶHz;

i = i+ 1;

known parameters: K,Q, Imax, X̂f ,y
Initialization c(0) = 1,

z = X̂c(0);
w = (ẐHẐ)−1ẐHy;

c(1) = (ŶHŶ)−1ŶHz;
Iteration 1≤i≤ Imax:

z = X̂c(i);
ỹ = ẐwBL;
MSE(i)=MSE(ỹ,x);
c(i+1) = (ỸHỸ)−1ỸHz;
i = i+ 1;

Afters the Iterations:
[Index MMSE]=min(MSE(i));
cBL = c(Index),BL;

Table 3.2: Iterative solutions for MP-based DPD. MMSE: minimum mean squared
error. MSE(ỹ,x) = 1

N

∑N
n=1 (ỹ(n)− x(n))

2.

where ỹ is the estimated HPA output based on the HPA MP model coefficients

wkq ∀k = 1 · · ·K, ∀q = 0 · · ·Q. Using Eq. 3.5, the estimated HPA output per

sample and for a block of N samples can be written as

ỹ (n) = ẑTnw, (3.12a)

ỹ = Ẑw, (3.12b)

where Ẑ and Ỹ are defined in the same way as X̂. A simple procedure to obtain an

estimate of the HPA model is to apply the DPD input x(n) directly to the HPA input,

i.e., by-passing the DPD block. This makes z(n) = x(n). Then the HPA output is

measured. The solution to Eq. 3.12b is also obtained through LS given as

w = (ẐHẐ)−1ẐHy, (3.13)

where ỹ (estimated PA output) has been replaced by y (measured PA output) in Eq.

3.13. The HPA model coefficients w can be applied to compute the estimated HPA

output (ỹ) in the OBP using Eq. 3.12b. Then the estimated HPA output (ỹ) along

with the trivial DPD output (z) can be used to obtain the first set of DPD coefficients

using Eq. 3.10 . Different iterative procedures can be applied to reduce the mean
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squared error (MSE) between the DPD input and the HPA output. A novel iterative

process for the DLA-based DPD implemented in this work is described in Table

3.2. Sometimes LS-based inversions can be unstable, especially for larger or close to

singular matrices. Moreover, at times LS may lead to a local optimum solution instead

of a global optimum solution [106]. Therefore, in the proposed DLA algorithm, the

computed DPD coefficients in each iteration are stored along with their respective

MSE. Once the iterations are complete, the DPD coefficients exhibiting the minimum

mean squared error (MMSE) are only copied to the predistorter. This ensures that

the optimum DPD coefficients are selected for predistortion. Note that in Table 3.2,

Ỹ represents the estimated HPA output and Ŷ represents the measured HPA output

in the feedback path.

3.4.3 Bandlimited predistortion for HTS

Section 3.3.6 emphasized on the need of not only adaptive but also bandlimited

DPD algorithms for HTS. Fig. 3-7 presents the transponder architecture considered

in this work for implementing the bandlimited MP DPD. Chapter 2 Section 2.2.3

explained the memory effects and the distortions associated with the OMUX filter. If

the feedback signal is taken from the output of the OMUX instead of the HPA, then

DPD with appropriate modeling can also mitigate the memory effects of the OMUX.

x(n) z(n) zf(n)
y(t) yo(t)

yf(n)

cBL

OBP

ADCs DPD
BPF
h(.)

DACs
Up
Conv HPA OMUX

Adaptive DPD
estimation ADCs

Down
Conv

BPF
g(t)

Figure 3-7: The transponder architecture for bandlimited, on-board, adaptive, signal
DPD.

The OMUX filters out the spectral regrowth from the HPA output. Therefore, it

inherently serves as a bandlimiting filter for the HPA output which is to be fed

Fig. 3-7 Up Conv: up-converter, Down Conv: down-converter
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back to the OBP. Moreover, the bandwidth in the feedback path can be further

restricted by using an analog BPF g(t) to allow the use of more cheaper and less

power consuming ADCs. Furthermore, since DPD is a non-linear operation, it also

expands the bandwidth of the input signal (up to 5 times). However, the radiation

hardened on-board DACs are not capable of sampling the entire signal bandwidth,

especially in HTS scenarios where the sampling rate requirements can reach up to

several GHz. As a result, a digital BPF h(t) is employed in the forward path to

bandlimit the DPD output as well. The bandwidth of the BPF h(t) determines the

band in which predistortion occurs. It is assumed that the ADC and DAC in Fig.

3-7 have sampling rates equal to atleast twice the passband bandwidth of g(t) and

h(t), respectively. MP-based DPD solutions presented in Section 3.4.1 and 3.4.2 can

be easily extended to incorporate the bandlimitation effects of the forward h(t) and

feedback g(t) path filter. Using MPs, the bandlimited DPD output and the estimated

HPA output in the OBP reads

zf (n) =
K∑
k=1

Q∑
q=0

ckq,BL

[
L∑
i=0

x (n− q − i) |x (n− q − i)|k−1 h(i)

]
, (3.14a)

ỹf (n) =
K∑
k=1

Q∑
q=0

wkq,BL

[
Lg∑
i=0

zF (n− q − i) |zF (n− q − i)|k−1 g(i)

]
. (3.14b)

Note ỹf is the estimated bandlimited HPA output in the OBP, while yf is the

measured bandlimited HPA output in the feedback path. For compact representation

of Eq. 3.14, the definitions in Eq. 3.5 are also updated by including the bandlimiting

filters as follows

x̂BL(n, k, q) =
L∑
i=1

x(n− q) |x(n− q)|k−1 h(i), (3.15a)

x̂n,BL = [x̂(n, 1, 0) x̂(n, 1, 1) · · · x̂(n, 1, Q) · · · x̂(n,K,Q)]T, (3.15b)

ẑBL(n, k, q) =

Lg∑
i=1

zf (n− q) |zf (n− q)|k−1 g(i), (3.15c)

ẑn,BL = [ẑ(n, 1, 0) ẑ(n, 1, 1) · · · ẑ(n, 1, Q) · · · ẑ(n,K,Q)]T. (3.15d)

∑Lg

i=0 g(i) in Eq. 3.14b represents is finite approximation of the IIR filter g(t).

56



In-direct learning-based DPD Direct learning-based DPD

known parameters: K,Q, Imax, X̂f ,yf
Initialization c(0)BL = 1,

Iteration 1≤i≤ Imax:
zf = X̂fc(i−1),BL;

c(i),BL = (ŶH
f Ŷf )

−1ŶHzf ;

i = i+ 1;

known parameters: K,Q, Imax, X̂f ,yf
Initialization c(0),BL = 1,

zf = X̂fc(0),BL;
wBL = (ẐHf Ẑf )

−1ẐHf yf ;

c(1),BL = (ŶH
f Ŷf )

−1ŶH
f zf ;

Iteration 1≤i≤ Imax:
zf = X̂fc(i),BL;
ỹf = ẐfwBL;
MSE(i)=MSE(ỹf ,x);
c(i+1),BL = (ỸH

f Ỹf )
−1ỸH

f zf ;
i = i+ 1;

Afters the Iterations:
[Index MMSE]=min(MSE(i));
cBL = c(Index),BL;

Table 3.3: Iterative solutions for bandlimited MP-based DPD.

For a set of N observations of the input, the bandlimited DPD output and the

bandlimited estimated HPA output in matrix form reads

zf = X̂fcBL where, X̂f = [x̂0,BL x̂1,BL · · · x̂N−1,BL]T, (3.16a)

yf = ẐfwBL where, Ẑf = [ẑ0,BL ẑ1,BL · · · ẑN−1,BL]T, (3.16b)

where the entries of the matrices in Eq. 3.16a and 3.16b are defined in Eq. 3.15.

The expanded forms of the matrices X̂f , Ẑf , Ŷf and Ỹf are provided in Appendix

A. Applying least squares, the bandlimited DPD and HPA coefficients are as follows

cBL = (ŶH
f Ŷf )

−1ŶH
f zf , (3.17a)

wBL = (ẐHf Ẑf )
−1ẐHf yf , (3.17b)

where Ŷf is defined in the same way as Ẑf . Eq. 3.14-3.17 are applicable to both

DLA-based and IDLA-based DPD. With an appropriate change of variables, the

iterative procedures presented in Table 3.2 are applicable to bandlimited scenarios

too. The updated iterative techniques are presented in Table 3.3. Note that in Table

3.3, Ỹ represents the estimated HPA output and Ŷ represents the measured HPA
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Figure 3-8: A spectral analysis for bandlimited DPD approach.

output in the feedback path. For a more clear understanding of the bandlimiting

filters, a pictorial example of PSDs at the output of different blocks is presented in

Fig. 3-8. The upcoming chapter will discuss the impact of the bandlimiting filters,

i.e., h(t) and g(t) on the linearization performance of the presented DLA-based and

ILDA-based predistorters. Moreover, the next chapter will also present the recovered

gain in performance when the more complex novel DLA-based DPD is applied under

severe bandlimitation constraints.

3.5 Applications of DPD

The presented bandlimited MP DPD methods have many applications. Even

though the primary focus of this work is the identification of the parameters which

effect the DPD performance. This work also presents two possible applications of

DPD in HTS, i.e., DPD for MPAs, and 5G waveforms.

3.5.1 Linear and non-linear compensation for MPAs

MPAs were introduced as a flexible payload technology in Chapter 2 Section 2.6.

Section 2.6.3 also highlighted the fact that the unequal and non-linear HPA gains

due to the aging effects, and the imperfect INET/ONET due to the hardware im-

perfections, alter the desired MPA operation. To improve the performance of MPAs,

this section details a novel two-step adaptive technique presented in author’s origi-
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Figure 3-9: The proposed MPA model for the two-step compensation of imperfect
INET/ONET and bandlimited DPD for non-linear HPAs.

nal paper [30]. In the first step, a novel on-board compensation technique for the

imperfect INET/ONET is employed, and in the second step the novel bandlimited

iterative DLA-based DPD is implemented against the non-linear amplification [96].

The transponder architecture implementing the proposed two-step approach is de-

picted in Fig. 3-9. The DPD block in Fig. 3-9 also includes a digital BPF h(.). The

mathematical framework for the two-step approach is detailed in the following.

Step 1: Imperfect ONET Compensation

x x̂
OBP

y ŷo

^̂yo

P

P = I
Np-Linear
HPAs

ONET(Ō)

estimate
Ō

Down
Conv

BPF
g(.)

Figure 3-10: Step 1: estimating Ō to compute the compensatory matrix P.

This subsection details the step 1 which implements a novel digital INET in the

form of a matrix P ∈ CNp×Np . P not only implements a perfect INET, but also

compensates for the hardware imperfections in the ONET and unequal HPA gains

existing in the MPA. The ONET is still built in the analog domain due to the higher

power handling requirements. Fig. 3-10 presents the active parts of the proposed

MPA model (Fig. 3-9) during the step 1. Note that the coupler, ADCs and DACs

have not been drawn for the clarity of the figure (same for Fig. 3-11), but they do exist

at their respective positions as indicated in Fig. 3-9. To obtain the compensation
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matrix P, it is assumed that the HPAs are operated in the linear region, therefore

the DPD block can be bypassed. Operating HPAs linearly allows the basic MPA

model of Eq. 2.9 (See Chapter 2 Section 2.6) to remain valid, even when the ONET

imperfections exist. The feedback path bandwidth is set equal to the input signal

(x) bandwidth using the BPF employed in the feedback loop. The following set of

equations hold in the model of Fig. 3-10.

x̂ = Px (a) y = Gx̂ = GPx (b) ŷo = Ōy = ŌGPx (c), (3.18)

where G ∈ CNp×Np is a diagonal matrix, and the diagonal entries gi can be unequal.

Note that equations in (3.18) are similar to the equations in (2.9) with the analog

INET (I) replaced by a digital INET (P), and a perfect ONET (O) replaced by a real

degraded ONET (Ō). Given that the matrix Ō is known, the compensatory matrix

P can be computed as follows. The desired output of the system irrespective of the

imperfect ONET is still given by Eq. 2.11, i.e., (ŷd = Gx)., while the actual output

of the system is ŷo = ŌGPx. By equating the actual output of the system (Eq.

3.18c) to the desired output (Eq. 2.11), i.e., Gx = ŌGPx, the compensatory matrix

P can be computed as

P = (ŌG)−1G. (3.19)

Eq. 3.19 assumes that Ō is known. However, since the analog components degrade

over time, the imperfections in Ō need to be computed adaptively. The model pre-

sented in Fig. 3-10 is again adopted. To calculate Ō, a feedback loop system is

implemented, and the output of the degraded ONET (Ō) is inputted to the OBP,

along with the input signal x. However due to the measurement and the quantization

noise, the feedback input signal ^̂yo to the OBP contains measurement errors and can

be expressed in the digital domain as

^̂yo = ŌGPx+ ηQ, (3.20)

^̂yo = Ōx+ ηQ, (3.21)

where the ηQ represents the measurement noise and can be modeled as AWGN, and

x = GPx. Setting P = I, i.e., the perfect INET, estimating Ō becomes a system
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identification problem in the presence of noise where ^̂yo and x are the measured and

input signals, respectively. It should be noted that the system presented by Eq. 3.21

is an under-determined system as the number of unknowns (Np×Np), i.e., the entries

of Ō exceeds the number of known variables (Np the entries of x and ^̂yo). To solve

for Ō, at least N observations of the output are needed. However in the presence of

noise, an over-determined system of equations is desirable to yield a more accurate

estimate of Ō. Therefore, M >> Np observations are used to solve for Ō. For an

over-determined system the following equation holds
x1,1 x2,1 · · · xi,1 xNp,1

x1,2 x2,2 · · · xi,2 xNp,2

...
...

...
...

x1,M x2,M · · · xi,M xNp,M




Ōi,1

Ōi,2

...

Ōi,Np

 =


^̂yoi,1

^̂yoi,2
...

^̂yoi,M

 ,

XŌi = ^̂yoi , (3.22)

where xi,j and ^̂yoi,j represent the jth observation at the ith port, respectively. Fur-

thermore, ŌT
i is the ith row vector of the degraded ONET matrix. To make sure that

there are enough linear independent equations, the system is excited with an artificial

un-correlated input signal x. A least square (LS) solution can be applied to Eq. 3.22

to solve for the ith row of the imperfect Ō. This results in

Ōi = (XHX)−1XH ^̂yoi , (3.23)

where the solution of Eq. 3.23 is a row vector estimate of the respective real degraded

ONET matrix row vector. LS-based solutions require pseudo-inverses to be computed.

It is proposed to apply the QR decomposition method to obtain the pseudo-inverses

as it leads to smaller rounding errors [107]. Note that the ONET ages slowly, there-

fore Ō and P can simply be computed during the routine internet of things (IoT)

measurements.

Step 2: Digital predistortion for Non-linear HPAs

The step two of the novel two-step compensation scheme is the implementation

of DPD for the stacked PAs. For step two, the architecture depicted in Fig. 3-11
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Figure 3-11: Step 2: computing the DPD coefficients with the updated P.

is adopted. Note that the coupler, ADCs and DACs have not been drawn for the

clarity of the figure, but they do exist at their respective positions as indicated in

Fig. 3-9. Once the compensatory INET P is updated in the MPA chain, then the

DPD coefficients c can be updated adaptively during the normal satellite operation.

The novel iterative DLA-based DPD technique is implemented in the second step.

The DPD is detailed in Section 3.4.3 Table 3.3. For the presented bandlimited DPD

approaches in Section 3.4.3, the feedback signal was taken from the output of the

OMUX (See Fig. 3-7). Taking the feedback signal from the OMUX output mitigates

the filter memory effects, through appropriate modeling of the predistorter. However,

in the case of the MPAs, the feedback signal to implement the adaptive DPD has

to be taken from the output of the HPA. This is because each output port of the

ONET would only contain the amplified signal from a single input port of the INET,

while each HPA amplifies a phase shifted combination of signals from all the input

ports of the INET. This is depicted in Fig. 3-12 where a pictorial example of PSDs

at the output of different blocks is presented for a 2-port MPA. To linearize the

complete signal bandwidth accessing the HPA, the feedback back signal is taken

from the output of HPA instead of the ONET. The BPF in the Fig. 3-11 serves as

the bandlimiting filter. The DPD coefficients are recomputed and updated regularly

during the normal operation of the satellite, unlike the compensatory matrix P which

can just be updated during the service or downtime of the satellite.

Performance: two-step compensation method

The performance of the proposed two-step approach for different simulation con-

figurations is presented in the following. For the provided results, the ONET is always
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assumed to be imperfect, and the HPAs are always operated non-linearly. Different

simulated configurations include: the compensation of both, i.e., the imperfect ONET

and the non-linear HPAs, or compensation of only one of them. The simulated MPA

transponder architecture is depicted in Fig. 3-9. L = 8-carrier signal is transmit-

ted from the gateway to the satellite. A 4 × 4 MPA is considered (Np = 4). This

means L
Np

= 2 carriers access a single HPA. The modulation scheme used is QPSK.

The feedback bandwidth is set equal to the OMUX BW, and an IBO of 8 dB is

used. For the simulation purposes, the imperfections in Ō are modeled as random

deviations from the perfect ONET (O), i.e., Ō = O + Δ, where Δi,j ∼ N (0, σ2
d) as

a worst case scenario. The results are provided for two different ONET distortion

levels, i.e., σd = {0.05, 0.2}, which correspond to approximately -26 dB and -14 dB

of inter-branch/port interference at the output of the MPA, respectively. The Saleh

model [71] is used to represent the non-linear effects of the HPAs.

Fig. 3-13 presents the MPA’s BER performance for two different σd. Depending on

the severity of imperfect ONET distortions, different BER performances are achieved

for the cases when the digital INET P is not used. For a higher degree of ONET

imperfections, i.e., σd = 0.2, a much higher BER is observed when the compensatory

INET P is not implemented. This means that for higher ONET distortions, DPD

alone cannot reduce the BER as it only suppresses the intermodulation noise, while

the interference due to the imperfect ONET still remains. However, when lower

ONET distortions exist, i.e., σd = 0.05, performing DPD alone is sufficient to achieve

near optimal BER performance. Nevertheless, the best BER performance is observed
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Figure 3-13: The BER performance analysis for two different σd = {0.05, 0.2}, i.e.,
inter-branch/port interference of -26 dB and -14 dB, respectively.

when both P and DPD are implemented together, regardless of the severity of ONET

distortions. MPAs are a key technology for the future HTS. The proposed novel two-

step approach can help achieve a significant improvement in the MPA performance,

especially under the practical constraints presented in Chapter 2 Section 2.6.

3.5.2 Predistortion for 5G waveforms

As discussed in the introduction chapter, HTS will play an important role in the

coming fifth generation (5G) of mobile communications. Therefore, for a smooth

integration of satellite networks into the terrestrial ones, the standardization bodies

are pushing for shared spectrum [4, 5]. Thus, the recent developments made in the

terrestrial communication systems should also be analyzed for HTS systems. For

example, the performance evaluation of the 5G New Radio (NR) waveform in HTS.

5G waveforms and PAPR: Some of the candidate waveforms that have been

studied for 5G include the filtered orthogonal frequency division multiplexing (f-

OFDM) [108], windowed orthogonal frequency division multiplexing (W-OFDM) [109],

filter bank multicarrier (FBMC) [110], and universal filtered multicarrier (UFMC)

[111]. These waveforms achieve low OOB emissions which significantly increases the

spectral efficiency [112]. Furthermore, the analysis performed in [113] indicates that

the f-OFDM is the most promising candidate for 5G NR networks. It is shown that
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f-OFDM is a flexible multicarrier waveform which exhibits low OOB radiation while

retaining most of the features of the legacy OFDM, and now is a part of the 5G stan-

dard. Nonetheless, all the aforementioned multicarrier waveforms including f-OFDM

suffer from a high PAPR [114, 115]. This is because the closely packed multicarrier

signals overlap, causing severe amplitude fluctuations. A higher PAPR leads to non-

linear distortions in the HPA’s output as it saturates the HPA. As discussed earlier,

near saturation, the HPA output exhibits severe IMD distortions and OOB radiation.

Solution to high PAPR: The easiest way to keep non-linear distortions low

is to operate the on-board HPA at a larger IBO. However, this reduces the power

efficiency. PAPR reduction schemes can be applied to operate the HPA more effi-

ciently in terms of power. Several PAPR reduction schemes exist in the literature

such as selective mapping [116], partial transmit sequencing [117] and linear block

coding [118]. However, these schemes increase the complexity of the transmitter and

receiver, and require huge LUTs for encoding and decoding purposes [119]. There-

fore, this work considers a much simpler and an effective PAPR reduction method

known as signal clipping [51, 52] which can be directly applied on-board the satel-

lite’s transponder. The high peaks of the multicarrier signal are clipped before the

signal passes through the HPA. However, clipping itself is a non-linear operation. It

introduces in-band and OOB distortions which lead to a loss in spectral efficiency

and BER performance. Filtering after clipping can reduce the OOB radiation, how-

ever it may cause some peak growth within the signal bandwidth which can increase

the PAPR [120]. To counteract the effects of clipping and the on-board non-linear

HPAs, this work proposes a combined on-board PAPR reduction and bandlimited

DPD implementation for the aforementioned multicarrier waveforms. DPD not only

linearizes the HPA, but also reduces the in-band distortions introduced by the signal

clipping. The considered DPD method was presented in Chapter 3 Section 3.3.5, i.e.,

the novel iterative bandlimited DLA-based DPD approach.

3.5.2.1 Proposed transponder model for PAPR reduction and DPD

This section details the PAPR reduction technique and the DPD method imple-

mented to linearize the HPA and remove the non-linear effects present in the satellite
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communication chain. The presented joint PAPR reduction and DPD approach is

detailed in author’s original paper [121] and is briefly summarized in the following.

Fig. 3-14 presents the satellite transponder model considered for PAPR reduction

and DPD.

x(n) x̂(n) z(n) y(t) yo(t)

yf (n)

OBP

ADCs Clipping DPD DACs HPA OMUX

Adaptive DPD
estimation ADCs

Down
Conv

BPF
g(.)

Figure 3-14: The proposed satellite transponder model for PAPR reduction (signal
clipping) and DPD.

PAPR Reduction: signal clipping

PAPR is defined as the ratio between the peak power and the average power of the

signal. The proposed PAPR reduction method is signal clipping. It is detailed in [52],

and is briefly described here as well. The output of the clipping block is given as

x̂ (n) =

 x (n) if |x (n)| ≤ γ2

γ2x (n) / |x (n)| if |x (n)| > γ2

 , (3.24)

where γ is the clipping parameter. A smaller value of γ implies a higher PAPR

reduction. It should be noted that clipping does not change the phase of the signal,

i.e. 6 x̂ (n) = 6 x (n).

Predistortion: DLA-based DPD

The novel iterative DLA-based DPD presented in Table 3.3 is implemented to remove

the non-linear effects introduced by the HPA and signal clipping. Note that a change

of variables is needed in Table 3.3 to implement the DPD on the clipped signal, i.e.,

from x(n) to x̂(n) in Eq. 3.14a. The updated iterative DLA-based DPD algorithm is

presented in author’s original paper [121, Table 1].

The DPD block in Fig. 3-14 also includes a BPF h(.).
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3.5.2.2 Performance: proposed PAPR reduction and DPD method

The performance results for the proposed PAPR reduction scheme in conjunction

with the novel DLA-based DPD are presented in the following. The provided re-

sults are for f-OFDM multicarrier waveform. The simulated waveform has 20 MHz

bandwidth (around the central carrier) consisting of 64 sub-carriers with a sub-carrier

spacing of 312.5 KHz. A Sinc filter with a Hann time window is used as the filter

in f-OFDM. Modulation schemes simulated are 4-QAM and 16-QAM. Moreover, no

additional bandlimitation is considered in the feedback path, unless stated otherwise.
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Figure 3-15: The BER and PAPR analysis for the proposed PAPR reduction and
DPD method when implemented together, waveform: f-OFDM. Note All the values
for PAPR are in dB.

Fig. 3-15 and Fig. 3-16 present the BER, PAPR, and PSD performance for the

cases when the proposed PAPR reduction and DPD are implemented together using

different clipping parameters γ. Fig. 3-15d and Fig. 3-15c provide the PAPR observed

BER results for the FBMC and UFMC waveforms exhibit similar trends, and are presented in
the author’s paper [121]. PAPR is measearued at the output of HPA, i.e., y(t).
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Figure 3-16: The PSD analysis for the proposed PAPR reduction and DPD method
when implemented together, waveform: f-OFDM.

at different values of γ for the the BER analysis presented in Fig. 3-15, and the

PSD analysis presented in Fig. 3-16. The respective OBO and modulation schemes

are labeled on the figures. Best BER performance is observed for the case when

no clipping is introduced and DPD is performed. DPD removes the non-linearities

such as intermodulation noise, in-band and the OOB distortions, to provide a gain

in BER. DPD implementation without clipping also implies maximum linearization

performance. This can be observed in Fig. 3-16 which provides the PSD curves

for the HPA output. However, this is an impracticable scenario, as the PAPR rises

even further by 6.5 dB and 1.7 dB for 4-QAM and 16-QAM modulation schemes,

respectively (see Fig. 3-15d and Fig. 3-15c). This is because, DPD is a non-linear

operation itself. Therefore, clipping is introduced to reduce the PAPR, but this leads

to a loss in BER performance. The lower the clipping parameter γ, higher is the

PAPR reduction. However, a lower γ worsens the BER more, as more severe in-

band and OOB distortions (see Fig. 3-16) are introduced. Nonetheless, when DPD

is implemented along with signal clipping, the BER and linearization performance

improves significantly and the increase in PAPR is rather minimal. Therefore, clipping

can be performed to significantly reduce the PAPR, and DPD can be performed to

remove the non-linear effects introduced by the clipping and the HPA.
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3.6 Summary
This chapter presented the different classes of predistorters. Furthermore, the

chapter also summarized different predistortion techniques existing within these classes

e.g., methods based on LUTs, neural networks, successive interference cancellation,

and Volterra model. Moreover, the chapter also proposed the class and type of predis-

torter best suited to HTS in the author’s opinion. The adaptive on-board bandlimited

signal MP-based DPD was the proposed method. The chapter also presented a novel

iterative DLA-based MP DPD along with the state-of-the-art ILDA-based bandlim-

ited MP DPD. The chapter also provided a mathematical framework for implementing

DPD for MPAs and 5G waveforms. The novel DLA-based DPD was considered for

both applications. Moreover, a significant gain in system performance was observed

when the proposed DPD was implemented. The next chapter will present the novel

system parameter identification and bandlimitation analysis for the proposed IDLA

and DLA-based DPD.
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Chapter 4

Numerical analysis

The last chapter presented the theory behind the considered IDLA-based and DLA-

based DPD methods under the bandlimitation constraints. This chapter discusses

the main findings of this thesis, i.e., the system parameter identification and the

bandlimitation analysis. To this end, this chapter presents the simulation results

of a thorough investigation made on the parameters which effect the performance

of the proposed DPD methods. These parameters include the uplink signal char-

acteristics such as ModCods and number of carriers, the order and memory of the

DPD, and most importantly the sampling bandwidths in the forward and feedback

path. Apart from identifying the key performance parameters and lowest possible

sampling bandwidths, it is equally important to investigate the power consumption

and hardware implementation requirements of DPD, especially on-board the satel-

lite where resources are limited. Such an investigation can help fully understand the

gains and feasibility of on-board DPD. Therefore, different aspects of DPD especially

in terms of power consumption and computational complexity are also discussed in

this chapter. The goal of the presented results and analysis is to not only identify

the key performance parameters but also to highlight the scenarios where it makes

sense to employ on-board DPD. Different performance metrics are utilized including

the bit error rates (BERs), power spectral densities (PSDs), and total degradation

(TD) [122]. TD serves as a complete metric to analyze the DPD gain achieved over
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a given non-linear channel [122]. It is defined as

TD[dB] = OBO[dB]+

[
Es
No

]NL
req

[dB]−
[
Es
No

]AWGN

req

[dB], (4.1)

where
[
Es

No

]NL
req

and
[
Es

No

]AWGN

req
represent the symbol energy to noise density ratio

required to achieve a target BER for the non-linear and linear (AWGN) channel.

OBO is the output back-off, and is defined in Fig. 1-3.

4.1 System parameter identification analysis

Last chapter detailed the predistortion algorithms considered in this work and

presented the need of digital adaptive DPD. This section presents some trends which

can help identify the key parameters effecting the DPD gain.

4.1.1 Uplink signal parameters Vs. DPD gain

Uplink signal characteristics such as the modulation schemes, the forward error

correction (FEC) code rates, and the number of carriers affect the DPD gain, and

should be tracked adaptively. To study these effects, the IDLA-based DPD presented

in chapter 3 section 3.3.5.2 is implemented without additional bandlimitation in the

feedback path. For simulation purposes "no additional bandlimitation" refers to the

case when the bandwidth (BW) of the feedback path filter g(t) is set much larger

(2 times or more) than the uplink signal BW. The simulated normalized non-linear

HPA characteristics are defined in Fig. 1-3 given by the Saleh Model. The quadrature

model equations [71] are used to implement the Saleh model. The simulated Saleh

model coefficients are listed in [20, Table 3, TWT#1], and were estimated from an

actual TWTA (Intelsat IV tube) measurement given in [98]. For the reader’s ease,

they are provided here too, i.e., αp = 1.909, αq = 4.350, βp = 1.075 and βq = 2.335.

A 15% OMUX guardband is utilized, i.e., the OMUX 3-dB BW is 15% more than

the uplink signal BW. The quantization effects of the ADCs/DACs and fixed-point-

arithmetic (FPA) design of the digital components have not been considered in the

presented results, and is left as a future work. Unless stated otherwise, the bandwidth

of the forward-path DPD filter h(t) is set to 1.5 times the uplink signal BW, and all the
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carriers have equal power and equal symbol rates. It should be noted that although

the HPA is modeled using the memoryless Saleh model, the transponder still exhibits

memory due to the presence of IMUX and OMUX. The simulations are performed in

Matlab where each block in Fig. 3-7 is modelled as an object-oriented block.

4.1.1.1 Number of carriers

The multicarrier operation of the transponder effects the DPD performance as

depicted in Fig. 4-1a. The BER curve labels and OBOs for each scenario are plotted

in Fig. 4-1b. It can be observed from Fig. 4-1a that when a multicarrier signal is

uplinked to the HTS, the gain in BER performance is higher. This is because the

multicarrier signals introduce IMD and ICI, leading to severe clustering and warping

effects (see chapter 2 section 2.4.3). Moreover, the higher the number of carriers

within the transponder BW, the more significant these effects are, and the more

DPD has to compensate for. In addition, the mutlticarrier operation generates IMD

products, and the HPA output power is shared between the useful carriers and the

IMD noise [10] which effects the overall power efficiency. Moreover, intermodulation-

tone power (PIMD) rises with the number of carriers [69, Figure 2.17] which leads to a

much higher loss in power. This effect can be observed in Fig. 4-1b, where multicarrier

signals exhibit higher OBOs for each IBO, thus reducing the power efficiency.
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Figure 4-1: Multicarrier operation Vs. DPD gain, DPD method: IDLA, modulation:
16-APSK, code rate: 5/6, Carriers: 3.
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Figure 4-2: ModCods Vs. DPD gain and power efficiency (OBO), DPD method:
IDLA, Carriers: 3.

4.1.1.2 Modulation and coding rates (ModCods)

Modulation and coding rates (ModCods) also effect the DPD gain as depicted in

Fig. 4-2a and Fig. 4-2b, respectively. The BER curves are plotted for an IBO of

6 dB, and the respective OBO for each scenario can be estimated from Fig. 4-2c

and Fig. 4-2d. It can be seen from Fig. 4-2a and Fig. 4-2b that when a higher

modulation order and a larger code rate is employed, the gain in BER performance is

more significant, i.e., a higher DPD gain. The non-linear effects are higher at higher

ModCods [16], as a result, the DPD has more to compensate for, thus leading to a
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much larger gain. Furthermore, it is clear from Fig. 4-2c and Fig. 4-2d that the

OBO is affected by the changes in modulation order but not the code rate. Moreover,

the varying DPD gains due to changing uplink signal characteristics suggest the need

for adaptive DPD. An example of the BER gain observed due to an adaptive DPD

implementation was already discussed in section 3.3.6 (Fig. 3-5b). In addition, it

should be noted that DPD leads to a rise in OBO (see Fig. 4-2c and Fig. 4-2d), but

also reduces the SNR (Es
No
) required to achieve a certain target BER. Therefore, for

an over all gain in performance, DPD should only be considered for those scenarios

where the rise in OBO is smaller than the gain in BER performance. Under these

conditions DPD would lead to an overall reduction in TD. From Fig. 4-1 and Fig.

4-2, it is clear that DPD should be considered for higher ModCods and multicarrier

scenarios. A multicarrier transmission leads to higher a bandwidth efficiency, and the

higher ModCods increase the throughput. In addition, the varying DPD gains due

to changing uplink signal characteristics also confirms the need for adaptive DPD.

4.1.2 Transponder parameters Vs. DPD gain
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Figure 4-3: Transponder parameters Vs. DPD gain, DPD method: IDLA, modula-
tion: 16-APSK, code rate: 5/6, Carriers: 3.

Transponder characteristics such as the transponder BW (OMUX BW) and the

HPA’s operating point also effect the DPD performance. It is clear from Fig. 4-3a

that DPD leads to a higher gain in BER performance for an HPA operation closer
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to saturation, i.e., a lower IBO. Note that a lower IBO operation introduces more

severe non-linearities in the amplified signal. As a result, there is more for the DPD

to compensate for. Thus employing DPD, especially closer to saturation not only

provides a larger BER gain but also increases the power efficiency. In addition, the

OMUX BW also effect the BER performance [41]. Fig. 4-3b presents the BER per-

formance for two different OMUX BW with a guardband of 15% and 20%. From Fig.

4-3b, it is clear that the smaller OMUX BW (15% more than signal BW) introduces

more severe distortions in the downlink signal, especially in the edge carriers, while

the middle carriers remain more or less un-affected by the variable OMUX BW. This

is because the group delay profile of the OMUX varies extremely at the edges, while

it is flat in the middle (See Fig. 2-2). Nonetheless, DPD provides a gain for both

the middle and the edge carrier. Note that for a tighter OMUX BW, a higher DPD

memory (Q) is needed to achieve a comparable gain to a relaxed (wider) OMUX

BW scenario. The effects of memory on DPD performance will be discussed in more

detail in the following sections. From Fig. 4-3, it is clear that when implementing

DPD, the OMUX BW and the operating point should be kept in mind among the

key parameters affecting the DPD performance.

4.1.3 Predistortion algorithm parameters Vs DPD gain

Predistortion algorithm specific parameters such as the memory and order, and the

learning architecture also effect the linearization performance. The following presents

the simulation results of employing different learning architectures and varying the

order and memory for the proposed MP-based DPD methods. Typically, to maximize

the DPD gain, the order and memory of the predistorter should match the maximum

non-linearity order and memory of the HTS transponder. Table 4.1 lists the fixed

parameters for simulation results presented in this section. Unless stated otherwise,

no additional bandlimitation in the feedback path is considered. Moreover, the DPD

filter in the forward path has a bandwidth of 111 MHz which is 1.5 times more than

that of signal BW. This mean that bandlimitation is considered in the forward path.

In addition, all the carriers have equal power and symbol rate, the OMUX guardband

is 15%.
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Table 4.1: The fixed simulation parameters for DPD parameters and bandlimitation
analysis.

Parameter Value
Modulation 16-APSK
Code rate 5/6
Carriers 3

Signal BW 74 MHz
OMUX BW 85.1 MHz

4.1.3.1 Memory

The filter IMUX/OMUX and the HPA introduce memory effects which can lead to

a reduced system BER performance. DPD with appropriate modeling can compensate

for the memory effects introduced by the transponder filters and the HPA. Fig. 4-

4 presents the TD performance of IDLA-based DPD for different memory depths.

It can be observed from Fig. 4-4a that when the memory (Q) is increased from

0 to 10 there is a reduction in TD and the optimal OBO for the middle carrier.

However, if the memory depth (Q) is increased significantly (Q = 20), the TD rises,

i.e, DPD performance suffers. This could be due to the fact that at higher memory

depths, the larger size of the matrix to be inverted can create numerical problems,

leading to in-accurate inversions in Eq. 3.17. For a typical OMUX, the carriers in

the middle are least affected by the memory effects, hence large memory depths of

DPD are not required. Even a memory Q = 0 provides a reduction in TD for the

middle carrier. However, the edge carriers suffer from more severe memory effects,

hence DPD with Q = 0 leads to a poor performance as depicted in Fig. 4-4b. A

reduction in TD is also observed for the edge carrier when the memory is increased.

In addition, increasing the memory eventually saturates the DPD performance (See

Fig. 4-4b). This is because increasing the DPD memory beyond a certain point would

only lead to minimal or no gain, as all the memory effects introduced by the HPA

and the transponder filters would have already been compensated for. Also note that

the reduction in TD is more significant for the middle carrier. This is because the

middle carrier suffers from more severe non-linear effects such as ICI or IMD noise

which can be greatly reduced when DPD is implemented. Note that memory also

influences the computational load on the OBP. A higher memory of DPD implies
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larger matrix inversions which requires more computational power and can lead to

computing delays.
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Figure 4-4: Effect of memory (Q) on DPD performance, DPD method: IDLA. K = 3.

4.1.3.2 Order

Along side the memory, the order also effects the DPD gain. Typically, for stronger

HPA non-linearities, a higher order (K) of the DPD is required. Fig. 4-5 presents the

TD performance of the IDLA-based DPD for different orders (K). Fig. 4-5 exhibits

a slight gain in performance when the order of the DPD is increased from 3 to 5

indicating that some 5th order non-linearities are present in the system. Moreover,

the performance suffers in terms of power efficiency when the order is increased to

7 (a higher optimal IBO, see Fig. 4-5a). This could be attributed to the fact that

the larger size of the matrix to be inverted can create numerical problems, leading

to in-accurate inversions in Eq. 3.17. However for the current simulation setup, it

is clear that the order K = 3 for the DPD is sufficient. Also, a lower order reduces

the computational complexity of the DPD which is an added benefit, especially in

on-board DPD applications where the computational power is limited. It is clear from

Fig. 4-4 and Fig. 4-5 that memory plays a more key role in DPD performance when

compared to the order of the predistorter. Nonetheless, both parameters should be

kept in mind when implementing and optimizing DPD performance.
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Figure 4-5: Effect of order (K) on DPD performance, DPD method: IDLA. Q = 10.

4.1.3.3 DPD learning architecture: direct Vs. in-direct

DPD gain also depends on the learning architecture used to train the DPD coef-

ficients. Fig. 4-6 compares the performance of the proposed IDLA-based and DLA-

based DPD methods in terms of TD. The respective DPD order and memory for both

learning architectures are labeled on the figure itself. The selected memories exhibit

the best performance for each algorithm for the given simulation parameters. Note

that the HPA in the OBP is modeled with Q=0. This is because the HPA model

used in the forward path is the Saleh model which is memoryless. It can be observed

from Fig. 4-6 that the DLA-based DPD slightly outperforms the IDLA-based DPD

when no additional bandlimitation is considered. Note that this marginal gain in per-

formance comes at a cost of reduced speed and increased computational complexity.

This is because the DLA-based DPD first estimates the HPA model, and then the

estimated HPA model is used to obtain the DPD MP model coefficients. Note that

the performance of both methods may vary when further bandlimitation would be

introduced. This is studied in the next section.

4.2 Bandlimitation analysis

Last section presented the system parameter identification analysis to identify the

key parameters effecting the DPD gain. This section covers an equally important
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Figure 4-6: The performance comparison of (DLA)-based and (IDLA)-based DPD.

aspect of this thesis, i.e., the effect of additional bandlimitation on the DPD perfor-

mance. More importantly, this section investigates on how low the bandwidths of

the feedback filter (g(t)) and forward DPD filter (h(n)) can be to still achieve a gain

when the presented DPD methods are implemented. In addition, the section will

also compare the performance of the IDLA-based and DLA-based DPD under the

bandlimitation constraint. Unless stated otherwise, the fixed simulation parameters

for the results presented in this section are listed in Table 4.1.

4.2.1 Bandlimitation: feedback path

Bandlimitation in the feedback path is introduced via the analog bandpass filter

g(t) (See Fig. 3-7). The bandlimitation helps reduce the burden on the sampling and

processing rates of the ADCs and DSPs involved in DPD coefficients computation.

4.2.1.1 IDLA-based DPD performance

Middle Carrier: Fig. 4-7 presents the effect of bandlimitation on the perfor-

mance of the IDLA-based DPD in terms of TD and BER for the middle carrier. It is

observed that when the bandwidth of the analog bandpass filter g(t) is reduced, the

TD and BER performance suffers. This is because the vital HPA output information

needed to estimate the optimal DPD coefficients gets cut due to the bandlimitation.

Moreover, since the filter g(t) is an analog bandpass filter, it also exhibits non-ideal
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Figure 4-7: Bandlimitation in the feedback path. Carrier: middle, DPD Method:
IDLA, K = 3, Q = 10, DPD filter BW=1.5xSig-BW.

filter characteristics. As a result, g(t) not only cuts the feedback signal but also adds

linear and non-linear distortions to it. This also effects the DPD coefficient estimation

process. Note that the best performance for the middle carrier is observed for the

curve labeled "No additional BL" which inherently includes the bandlimitation from

the OMUX. The other dotted curves represent the scenarios where the bandwidth of

g(t) is reduced below the "No additional BL" case. From Fig. 4-7, it is clear that

while employing the bandlimited IDLA-based DPD, the feedback path bandwidth

should not be reduced below the signal BW, as this leads to a performance worse

than the "No DPD" case.

Edge Carrier: Fig. 4-8 presents the effect of bandlimitation on the BER perfor-

mance of the IDLA-based DPD for the edge carrier. It is observed that performing

additional bandlimitation leads to a much severe loss in BER performance for the

edge carrier when compared to the middle carrier, where the feedback path band-

width could be reduced to at most the signal bandwidth. The edge carrier suffers

more under bandlimitation due to the fact that g(t) adds more severe linear and non-

linear to the edge carrier. Note that for all the presented figures, the DPD coefficients

are computed for the entire bandwidth of the feedback signal. However, the DPD

behavior can be different for each carrier even though a single set of DPD coefficients
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Figure 4-8: Bandlimitation in the feedback path. DPD Method: IDLA, carrier:
Edge, K = 3, Q = 30, DPD filter BW=1.5xSig-BW.

are applied to the entire signal in the forward path. Fig. 4-7 and Fig. 4-8 are an

example of such behavior under bandlimitation. Moreover, DPD gain can also vary

among carriers for no additional bandlimitation cases. This is exhibited in 4-4b where

the DPD gain for middle carrier is much larger than the edge carrier.
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Figure 4-9: PSD analysis, bandlimitation in the feedback path. DPD Method: IDLA,
K = 3, Q = 10, DPD filter BW=111 MHz.

Fig. 4-9 presents the PSD at the HPA output for the bandlimitation scenario

presented in Fig. 4-7 and Fig. 4-8. The PSD results are consistent with the presented

TD and BER results for the IDLA-based DPD. From Fig. 4-9, it is observed that

when no additional bandlimitation is considered, the HPA output signal exhibits the

least IMD noise, leading to the best performance. Moreover, when the feedback BW
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is limited to the signal BW, the IMD noise and ACPRs rise. In addition, the HPA

output is distorted for the edge carriers, hence no BER convergence (see Fig. 4-

8). Furthermore, when the bandwidth of g(t) is reduced below the signal BW (e.g.

0.9xSig-BW), the HPA output is completely distorted for all the carriers, making it

impossible to recover the transmitted data. Therefore, when the IDLA-based DPD

is implemented, no additional bandlimitation should be considered.

4.2.1.2 DLA-based DPD performance
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Figure 4-10: Bandlimitation in the feedback path. DPD Method: DLA, K = 3,
Q = 5, HPA:K = 3, Q = 0.

Fig. 4-10 presents the TD performance for the DLA-based DPD under the addi-

tional bandlimitation constraint. It is clear from Fig. 4-10 that for the DLA-based

DPD, the feedback path filter bandwidth can be reduced below the uplink signal

BW without a severe loss in performance which was not the case for the IDLA-based

DPD. However for this particular scenario, the feedback path bandwidth cannot be

reduced below half of the uplink signal BW as the TD performance of the edge car-

rier worsens and becomes equal to the "No DPD" case. The TD performance is

consistent with the PSD analysis provided in Fig. 4-11, where unlike the IDLA-based

DPD case, the signal shape is preserved for feedback path filter bandwidths below

the uplink signal BW. It is clear that the proposed DLA-based DPD out performs

the IDLA-based DPD, as it can support much lower feedback path filter BW leading
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to the employment of more practical and less power consuming ADCs. However, this

comes at a cost of increased computational complexity and reduced speed. It should

be noted that the transponder HPA in the forward path was modeled with the Saleh

model. The Saleh model can be easily estimated with a third order polynomial with

zero memory, even when the additional bandlimitation is introduced. As a result, the

performance of the DLA-based DPD does not deteriorate when the feedback path

bandwidth is reduced below the signal bandwidth as in the case of the IDLA-based

DPD. For more complex HPA models in the transponder’s forward path, the behav-

ior of the DLA-based DPD may be different under severe bandlimitation, and is not

covered in this work.
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Figure 4-11: PSD analysis, bandlimitation in the feedback path. DPD Method: DLA,
K = 3, Q = 5, HPA:K = 3, Q = 0.

4.2.2 Bandlimitation: forward path

Bandlimitation in the forward path is introduced by a digital bandpass filter h(n)

which allows the use of low speed DACs in the forward path of DPD architecture. The

filter h(n) determines the band in which DPD occurs. As a result, the bandwidth of

h(n) cannot be reduced below the signal BW, as this would cut the signal itself in the

forward path before the amplification. Fig. 4-12 presents the affect of reducing the

bandwidth of h(n) on the performance of the two proposed DPD methods in terms

of TD. Note that for the simulated scenario, in the case of the middle carrier, the

TD performance of the both DPD methods remains more or less the same when the
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bandwidth of h(n) is reduced from 1.5 to 1.3 times the uplink signal BW (See Fig. 4-

12a). However, the same reduction in bandwidth severely effects the edge carrier TD

performance, as depicted in Fig. 4-12b. This is because h(n) is a non-ideal bandpass

filter, and tighter h(n) adds more severe linear and non-linear distortions to the input,

especially to the edge carriers. Nonetheless, for the given scenario a bandwidth of

1.5xSignal-BW is needed for implementing the proposed DPD methods. It is clear

from the presented bandlimitation analysis that the bandwidth of the feedback path

filter g(t) and forward path DPD filter h(n) plays a key role in determining the DPD

performance. As a result, the two parameters should be kept in mind when designing

and implementing bandlimited DPD.
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Figure 4-12: Bandlimitation in the forward path, no additional bandlimitation in
feedback path.

4.3 Power and hardware implementation analysis
Section 4.1 and Section 4.2 presented the main findings of this work, i.e., the sys-

tem parameter identification and bandlimitation analysis. This section covers another

important aspect of DPD, i.e., the practical implementation. To this end, this section

discusses different aspects of DPD such as power consumption, carrier fairness, com-

putational complexity and hardware requirements. The presented discussion helps

provide a better understanding of the practical aspects related to on-board DPD

implementation.
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4.3.1 Power consumption

Estimating the power consumption of the ADCs, DACs, and FPGAs involved in

DPD implementation is not a trivial task. These estimates depend on on factors like

sampling rates, bit-resolutions, word-lengths, bandwidths of the signals involved, etc.

Nonetheless, a table has already been provided for the power consumed by some of the

space grade ADCs in Section 2.3.2 Table 2.2. In addition, the following presents an

estimate for the power consumed by the fullband MP-based DPD in the forward path.

The power consumed is dependent on the complexity which in turn depends on the

algorithm’s mathematical expression. The computational complexity of a fullband

MP-based DPD is given in [123, Table 1]. It is to be noted that in these calculations,

the effects of the word-lengths as well as data storage and communication are not

included as they are highly dependent on the chosen hardware and architecture. The

power consumed per sample is given in [123, Equation (4)]. For the reader’s ease, it

is also provided below.

PDPD = Ecycle(
7

2
·K ·Q+

9

2
), (4.2)

where Ecycle is the energy consumption per cycle of a fixed-point DSP. For K = 3,

Q = 10, N = 64800, and Ecycle = 150 pWs
cycle

, the power consumed by DPD in forward

path is 1.1 mW. Note that Eq. 4.2 is valid for a fullband MP model. The bandlimited

model includes a few additional operations which will result in slightly higher power

consumption. Computational complexity for the proposed DPD methods is derived in

Section 4.3.3. Furthermore, Eq. 4.2 only presents the running power of the DPD, i.e.,

forward path implementation. Power would also be consumed in the feedback path

which depends on the identification complexity. Identification of the DPD coefficients

requires an inverse. It is difficult to obtain an equation for the power consumed in

the identification process, as it is dependent on how the inverse is computed. This

task has been left as a future work.

4.3.2 DPD and carrier fairness aspects

In certain scenarios DPD can be unfair. Here unfairness implies that DPD may

prefer some carriers over the others, even though the same DPD coefficients are
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applied to all the carriers. Fig. 4-13 demonstrates the carrier fairness aspect of DPD,

when applied to a 10-carrier signal. The simulated carriers have unequal power and

bandwidths. Fig. 4-13 presents the normalized PSD of the received signal. Note that

a higher peak of the PSD, and a lower IMD noise implies a larger received carrier

to noise ratio (CNR). A higher CNR would lead to a reduced BER. From Fig. 4-13,

it is clear that the gain in CNR is different for each carrier when DPD is applied.

Especially the powerful carriers are favored, while the carriers nearby the powerful

carriers or at the edges are disadvantaged, and they may exhibit a smaller or a reduced

CNR gain. Moreover, the PSD performance changes when a different memory depth

is considered (See Fig. 4-13a and Fig. 4-13b). Therefore, in scenarios with different

carrier powers and bandwidths, the carrier fairness aspect should be kept in mind

when developing and implementing DPD algorithms.
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Figure 4-13: Carrier fairness aspects of DPD, DPD Method: IDLA, K = 3, no
additional bandlimitation.

4.3.3 Hardware implementation requirements of on-board DPD

As discussed in Chapter 2 Section 2.3, the on-board FPGAs have reduced signal

processing capabilities when compared to their terrestrial counterparts. Therefore, it

is vital to analyze the possibility and feasibility of implementing the proposed DPD

algorithms in the on-board FPGAs. Table 2.1 in Chapter 2 presented a few key

features of a state-of-the-art on-board FPGA. The signal processing capabilities of a
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FPGA depend on the available number of DSP slices, registers, LUTs, memory and

more importantly on the operational bandwidths and sampling rates. The state-of-

the-art Virtex-5QV space grade FPGA is equipped with 320 hardwired DSP slices

(or multiplier block) which translates to 320 parallel multiplications and additions.

The FPGA contains 87,920 LUTs, and 131,072 configurable logic blocks (CLBs) slices

which can operate as 32 bit shift registers (or 16-bit x 2 shift registers) or as 64 bit

distributed random access memory (RAM). The 10.5 mega bits (MBs) of integrated

memory can offer a performance of up to 360 MHz.

4.3.3.1 Computational complexity of the proposed DPD methods

The presented IDLA and DLA-based DPD algorithms perform a memory polyno-

mial based predistorter implementation. A typical way to evaluate the computational

complexity of an algorithm is to calculate the number of multiplications and sum-

mations needed. Implementing the MP-based DPD essentially involves the addition

and multiplication of complex numbers, and more importantly a square (|x(n)|2) or

a quartic (|x(n)|4) operation depending on the order (K) of the DPD. This is de-

picted in Eq. 3.15a. The addition and multiplication of the complex numbers can

be implemented within 1 clock cycle in FPGAs. However, the quartic operation of

complex numbers is a computationally exhaustive task in FPGAs and may require

more than 1 clock cycle. The calculation times can be reduced if pipelining and Vedic

mathematics [124] is considered. A novel square and cube operator implementation

architecture, based on Vedic mathematics is proposed in [125]. The proposed ap-

proach in [125] can achieve a square operation within 18 nano seconds (ns) while

using only 63 LUTs for 32-bit operands. Implementing a 5th order predistorter would

require a quartic operation which would lead to considerable delays, and should be

avoided especially in on-board FPGAs. However, for the given simulation setup, it

has been shown that a 3rd order non-linearity compensation is more than sufficient.

For block-based signal processing, matrix operations are considered. Eq. 3.16a is

implemented to perform DPD on a block of N samples. This gives rise to a matrix

operation of the form zf = X̂fc where the entries of the matrix X̂f are given in Eq.
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3.15a. Note that the entries in Eq. 3.15a and Eq. 3.16a are complex. A complex mul-

tiplication requires 4 real multiplications and 2 real summations, whereas a complex

summation consists of 2 real summations. Table 4.2 provides the number of additions

and multiplications needed for implementing the proposed predistorters given by Eq.

3.15a and Eq. 3.16a. The total number of additions and multiplications is the sum

of additions and multiplications needed to implement Eq. 3.15a and Eq. 3.16a. It is

clear from Table 4.2 that more multiplications are needed than the summations. For

a parameter set (K = 3, Q = 5, L = 10, and N = 10) 5520 multiplications and 2784

summations are needed.

Table 4.2: Multiplications and summations for DPD implementation.

Equation Multiplications Summations

3.15a

X̂f

N(Q+ 1)4L k = 1

N(Q+ 1)(K−1
2

) · k ≥ 3

(4L+
∑K

k=3
k+5
2
)

N(Q+ 1)2L k = 1

N(Q+ 1)(K−1
2

) · k ≥ 3

(1 + 2L)

3.16a

X̂fcBL

4N(Q+ 1)K+1
2

3(N − 1)(Q+ 1)K+1
2

K: Max Non-linear order, Q=Max memory depth, N : sample block size, L: DPD filter length

In order to implement the proposed direct or in-direct learning architecture-based

predistorters (Eq. 3.16a), the DPD coefficients must be computed first. DPD co-

efficients are computed through a LS-based approach as depicted in Eq. 3.17a

cBL = (ŶH
f Ŷf )

−1ŶH
f zf . Eq. 3.17a requires two matrix multiplications, a matrix

and vector multiplication and one matrix inversion. The matrix Ŷf is defined in

the same way as X̂f or Ẑf . Therefore, computing Ŷf exhibits similar computational

complexity as Eq. 3.15a. Table 4.3 presents the number of summations and multi-

plications needed to compute the matrix Ŷf , and the DPD coefficients given by Eq.

3.17a. Matrix inversion is a computationally exhaustive operation. As a result, the

number of summations and multiplications needed to implement Eq. 3.17a are much

higher compared to Eq. 3.16a. To compute the DPD coefficients for (K = 3, Q = 5,
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L = 10, and N = 10), 18072 multiplications and 11764 summations are needed. It is

clear that the matrix inversion operation in the proposed IDLA and DLA-based DPD

approach is the most time consuming and computationally expensive operation. Thus,

the inversion could become a bottle neck in on-board DPD implementation where the

computational power is limited and the delays are of concern.

Table 4.3: Multiplications and summations for DPD coefficients estimation.

Equation Multiplications Summations

3.15c

(Ŷf )

N(Q+ 1)4Lg k = 1

N(Q+ 1)(K−1
2

) · k ≥ 3

(4Lg +
∑K

k=3
k+5
2
)

N(Q+ 1)2Lg k = 1

N(Q+ 1)(K−1
2

) · k ≥ 3

(1 + 2Lg)

3.17a

(ŶH
f Ŷf )

−1ŶH
f zf

(K+1)2(Q+1)2

2
[3N+

(K+1)(Q+1)
2

+ 3
]
+

3(K + 1)(Q+ 1)

(K+1)(Q+1)
2

[
(K+1)(Q+1)

2
+ 1
]
+

(K+1)2(Q+1)2

2

[
(K+1)(Q+1)

2
− 1
]
+

2N [(K + 1)(Q+ 1)− 1] ·[
(K+1)(Q+1)

2
+ 1
]

K: Max Non-linear order, Q=Max memory depth, N : sample block size, Lg : feedback filter length

4.3.3.2 Proposed DPD methods and space-grade FPGAs

A detailed study on a FPGA-based matrix inversion was presented in [126] where

a Xilinx Virtex-5 XC5VLX220T was utilized to implement a novel matrix inversion

architecture. The utilized FPGA has similar computational capabilities to that of a

state-of-the-art space grade Xilinx Virtex-5QV FPGA. The proposed inversion design

in [126] performed a 4× 4 matrix inversion with a latency of 12 clock cycles. Mean-

while, the hardware design required only 1474 slice registers, 1458 LUTs, and 52 DSP

slices. The method in [126] could also be scaled for a 6× 6, 8× 8 or 10× 10 matrix

inversion. Table 4.4 presents the hardware requirements of the matrix inversion ar-

chitecture in [126] for different sized matrices. It can be seen that a 10 × 10 matrix

inverse requires 36% of the DSP slices, and 40% of the LUTs resources. A 10 × 10

matrix corresponds to a K = 3 and Q = 4. As the dimensions of the matrix to be

inverted grow, more of the OBP resources would be dedicated to perform the matrix
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inversion. It should be noted that the OBP may be needed to perform other tasks

e.g., beam forming, switching etc., in parallel with DPD implementation. As a result,

the complete resources of the OBP cannot be reserved for DPD alone. This limits

the size of the matrices to be multiplied or inverted, which in turn limits the order

and memory of the predistorter. As shown in the Section 4-6, the DLA-based DPD

provides a sound gain in TD performance for K = 3 and Q = 5 for the simulated

scenario. From a computational perspective, the DLA-based DPD requires a 12× 12

matrix inversion, which can possibly be implemented on the FPGA while leaving

sufficient resources for the other tasks and operations. From the above discuss, it

is clear that the on-board DPD should only be implemented for scenarios which al-

low practical hardware implementation and minimal processing delays such as lower

memory depths and orders.

Table 4.4: Hardware requirements of the matrix inversion architecture for different
size matrices.

Size matrix 4x4 6x6 8x8 10x10 Available
Slice Reg. 1474 2901 4788 7135 131072
Slice LUTs 1458 3009 24904 55060 131072
DSP Slices 52 102 112 114 320

Another aspect of implementing signal processing algorithms on FPGAs is memory

availability for storing variables. However, the state-of-the-art space grade Xilinx

Virtex-5QV FPGA is equipped with 10.5 MBs of RAM which is more than enough

to implement the proposed DPD algorithms in terms of the memory requirements.

Sampling rates of the embedded ADCs, DACs, and FPGAs also play a vital role

in the implementation of signal processing algorithms, especially DPD where the

sampling rates and signal bandwidths effect the performance. The state-of-the-art

Xilinx Virtex-5QV FPGA can operate on signals with bandwidths ranging between 36

MHz and 450 MHz. The Xilinx Virtex-5QV FPGA has been embedded in the latest

Fraunhofer OBP (FOBP) which is to be employed in the Heinrich Hertz research

satellite mission coordinated by the German aerospace center (DLR). The satellite is

planned for a launch in 2022. The FOBP also contains space grade ADCs and DACs
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which can also sample signals with bandwidths ranging between 36 MHz and 450

MHz. This implies that an OBP like the FOBP can implement on-board bandlimited

DPD for wideband signals with bandwidth up to 300-400 MHz. For signals with

bandwidth ranging between 100-200 MHz, the FOBP can perform on-board DPD

with much more relaxed bandlimitation constraints. Although FOBP is equipped

with fast DACs and ADCs, but it exhibits the signal processing constraints associated

with the space grade on-board FPGAs. Therefore, the computational load of the on-

board signal processing algorithms such as DPD or beamforming should be kept in

mind when designing the digital satellite payloads.

4.3.3.3 Proposed DPD methods and quantization effects
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Figure 4-14: Quantization effects for the ADCs. DPD method: IDLA, K=3, Q=10,
IBO=6 dB, Modulation: 16-APSK, Code rate: 5/6.

As mentioned earlier, the quantization effects of the ADCs/DACs and FPA designs

of the digital component were not considered in the presented results. However, the

quantization noise does play a critical role in the DPD performance. This section

briefly discusses the effects of bit resolution and dynamic-range of converters (Max-

Level) on the DPD performance. Figure 4-14 presents the quantization effects of

ADCs. The transponder architecture in Fig. 3-7 is simulated where the bit resolution

and the maximum quantization level of the ADCs is varied. It is clear from Figure 4-

14 that the resolution of the ADC and the maximum level of quantization influences
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the DPD performance. A lower bit resolution introduces more quantization noise,

leading to inaccurate estimation of DPD coefficients. Moreover, a higher dynamic

range (Max-level) ensures that the high peaks of the HPA output are also sampled

accurately without any clipping. An important future task would be to identify the

lowest possible bit resolution and the Max-Level which leads to a minimum loss in

performance while keeping the overall power consumption low.
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Figure 4-15: Summary: system parameter identification and bandlimitation analysis.

4.4 Summary

This chapter presented the numerical results for the proposed DPD methods. A

through analysis of system parameter identification and bandlimitation effects was

presented. A summary of the presented analysis is provided in Fig. 4-15. The system

parameter identification analysis gave an insight into the scenarios where implement-

ing DPD is practical and leads to larger gains. In addition, a performance comparison

between the state-of-the-art IDLA-based DPD and a novel iterative DLA-based DPD
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under bandlimitation constraints was also presented. Lastly, the chapter also pre-

sented a computational complexity analysis for the considered DPD approaches. It

was shown that to keep the hardware requirements low, smaller order and memory-

based MP predistorter should be considered for on-board DPD implementation. The

next chapter concludes this thesis, and provides the possible future extensions of this

work.
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Chapter 5

Conclusion

This work focused on the on-board digital linearization of satellites. Chapter 1 in-

troduced the problem statement, i.e., the on-board compensation of the linear and

non-linear distortions caused by the transponder’s non-linear HPAs and filters. In ad-

dition, the motivation behind the implementation of the on-board bandlimited DPD

was provided as well. Lastly, Chapter 1 also summarized the main contributions of

this research work. Chapter 2 detailed a transparent HTS transponder equipped with

on-board processing capabilities. Different blocks of the transponder were discussed

in the context of the aforementioned linear and non-linear distortions. In addition,

the conventional HPA models such as the Volterra and memory polynomial were also

presented to analyze the non-linear HPA effects. These models later served as a basis

for predistortion. Chapter 3 introduced predistortion as a concept. The chapter also

provided an overview of different predistortion methods existing in the literature,

and proposed the class and type of predistortion best suited to HTS. The mathe-

matical framework for the proposed bandlimited MP DLA-based and IDLA-based

DPD methods was also detailed in the chapter. Moreover, the chapter also covered

the application of the novel iterative DLA-based DPD to MPAs and 5G waveforms.

Chapter 4 presented the numerical analysis for the proposed DPD methods. A sum-

mary of the main findings of this thesis is provided in the next section. Chapter 5

concludes this work and presents an insight into future works.
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5.1 Summary: Main findings

The primary focus of this thesis was to identify the most critical parameters which

effect the performance of DPD. In addition, a detailed analysis of bandlimitation in

the feedback and forward path was also presented to answer the question of how low

the sampling bandwidths can be to still achieve a DPD gain. Lastly, two applications

of predistortion incorporating the novel DLA-based DPD were also discussed. The

main findings are summarized in the following.

5.1.1 System parameters identification analysis

Three sets of system parameters were investigated to study the trends in DPD

gain. The first set included the uplink signal parameters, i.e., the ModCods and

number of carriers. It was found out that DPD leads to a larger gain in BER perfor-

mance when a higher number of carriers are packed within the signal BW, and when

higher ModCods are applied. Moreover, DPD leads to a rise in OBO especially when

multicarrier operation and higher ModCods are employed. A higher OBO implies a

reduced power efficiency. Therefore, a trade-off exists between the number of packed

carriers, ModCods and OBO.

The second set of parameters studied in the system parameter identification anal-

ysis were the transponder parameters, i.e., the IBO and OMUX guardband. It was

found out that that a smaller IBO and a tighter guardband of the OMUX leads to a

higher DPD gain. Note that a tighter guardband also leads to more efficient band-

width transponders, but it also adds more severe linear distortions, especially to the

edge carrier. As a result, a higher memory depth of the predistorter is needed to

achieve a comparable performance to a more relaxed guardband scenario. Hence,

there exists a trade-off between the BER performance and bandwidth efficiency too.

The total degradation (TD) helps to optimize the BER performance and power effi-

ciency. Therefore, TD analysis should be performed to optimize the two aforemen-

tioned trade-offs.

The third set of parameters studied in this thesis were the predistortion algorithm

specific parameters. For the proposed MP-based DPD methods, this involved only
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two parameters, i.e., memory (Q) and order (K). The best DPD performance was

observed when the memory and order of the predistorter match the order and the

memory of the non-linearities in the system. Moreover, increasing the memory and

order beyond a certain point can lead to a loss in performance due to the associated

numerical instability issues. Furthermore, it was observed that DPD may prefer some

carriers over the others, especially for uplink signals with different carrier powers and

bandwidths. Lastly, the presented results highlighted the fact that the memory plays

a more crucial role in determining the DPD performance. Therefore, its optimal

setting should be kept in mind, especially with regard to the carrier fairness and

complexity aspects, when developing and implementing DPD algorithms.

5.1.2 Bandlimitation analysis

This work only focused on bandlimited DPD methods for HTS. The presented

bandlimitation analysis gave an insight into how the sampling bandwidths of DACs

and ADCs affect the DPD performance. The forward path DPD filter h(t) deter-

mines the band in which predistortion occurs. Therefore, the bandwidth of h(t)

cannot be reduced below the signal bandwidth, irrespective of the DPD algorithm

employed. The effects of bandlimitation in the feedback path are of more interest. It

was observed that when implementing the state-of-the-art IDLA-based bandlimited

DPD [17], the bandwidth of the feedback path filter g(t) cannot be reduced below the

signal bandwidth, i.e., no additional bandlimitation should be considered. This work

also presented a novel iterative DLA-based DPD. The novel technique outperformed

the state-of-the-art IDLA-based DPD. More importantly, it provided a more robust

performance when the feedback path bandwidth was reduced below the signal band-

width. For the presented scenario, the feedback path bandwidth could be reduced to

half of the signal bandwidth. This leads to the employment of much slower ADCs in

the feedback path which will ultimately reduce the power consumption.

5.1.3 Parameter adjustment and design

For a better understanding of the application of DPD in satellite payloads, it

is equally important to understand where the identified parameters can be set or

changed. The key performance parameters can be either adjusted during the normal
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operation of the satellite, or they have to be set optimally during the payload design

phase. To cope with the data traffic demand, the uplink signal parameters such as

the ModCods and number of carriers are often changed during the run-time of the

satellite. The adaptive DPD can track the changes in the uplink signal characteristics,

and perform predistortion optimally. In addition, the parameters like the bandwidth

of the forward path bandlimiting filter h(n), memory (Q) and order (K) of the DPD,

HPA’s operating point (IBO), and sampling rates of ADCs/DACs can be adjusted

during the normal satellite operation. A quick offline analysis can be performed for

these parameters, for example during the service or downtime of the satellite. Once

an optimal performance is achieved, the parameters can be adjusted on-board the

satellite using the control commands from the ground station. On the other hand,

parameters like the bandwidth of OMUX and feedback path filter g(t) have to be

set during the design phase, i.e., pre-launch. Furthermore, the bit-resolution of the

converters is also set during the design phase. However, the upcoming digital payload

designs also offer reconfigurable ADCs, DACs, and FPGAs [127].

5.1.4 DPD for MPAs and 5G waveforms

Apart from the system parameter identification and bandlimitation analysis, this

work also presented two applications of the proposed DLA-based DPD in HTS. The

first application involved the MPAs. A novel two-step compensation method for the

hardware imperfections existing in MPAs was presented, and its performance was

analyzed. MPAs are a key technology for future HTS, especially in terms of achiev-

ing power flexibility. Linearization of MPAs has recently gained a lot of attention.

Moreover, the proposed novel two-step compensation approach serves as a stepping

stone for further research in improving the MPA performance.

Another application of DPD presented in this work was in the context of 5G and

HTS. 5G waveforms exhibit high PAPR which can saturate the on-board HPAs, lead-

ing to severe non-linear distortions in the downlink signal. As a result, linearization of

on-board HPAs is of utmost importance when employing 5G waveforms in HTS. This

work proposed the DLA-based DPD for predistortion of 5G waveforms in conjunc-

tion with PAPR reduction through signal clipping. It was observed that the proposed
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DPD not only linearizes the HPAs but also removes the distortions introduced by sig-

nal clipping. The presented applications stress on the fact that the on-board DPD

has future applications in HTS. As a result, the thorough system parameter identifi-

cation and bandlimitation analysis conducted in this thesis is of vital importance for

designing future DPD algorithms.

5.2 Concluding remarks and future perspectives

This work focused on the digital linearization of HPAs. The non-linear operation

of HPAs limits the performance of HTS. The analog solutions employed in channel am-

plifiers of on-board HPAs are non-adaptive and offer limited gain. At the same time,

the digital solutions applied on-ground are either not applicable in many HTS scenar-

ios or drastically increase the complexity of the receiver terminal. However, with the

advent of OBPs, we can mitigate the distortions introduced by the transponder filters

and HPAs using on-board DPD. The presented numerical analysis also revealed that

adaptive linearization is vital for future HTS. In addition, this work also provided

a general insight into the on-board signal processing capabilities of HTS, especially

in terms of the available processing power and the sampling rates. Even though the

signal processing capabilities have significantly improved lately, they are still limited

on-board the satellite. Therefore, it is vital to process the most relevant data and

only involve the operations which lead to the desired result. The presented system

parameter identification and bandlimitation analysis provided an insight into which

parameters and trade-offs are the most beneficial in terms of predistortion, provided

sufficient resources are available to implement a complete on-board predistortion so-

lution.

From a future work perspective, the presented low-effort DPD algorithms and the

system parameter identification analysis serve as a basis for further research in on-

board DPD and its related applications. The optimization of the identified parameters

is the key to maximize the benefits of DPD. As a result, further research should be

conducted to develop algorithms to optimize the identified parameters. In addition,

a more thorough analysis of the presented DPD algorithms needs to be performed
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under more complex HPA models and true HPAs in hardware, while keeping the key

performance parameters in mind. A true HPA may require a more complex DPD

model e.g., GMP model. Furthermore, in order to completely asses the gains of

DPD, quantization effects and the fixed-point-arithmetic (FPA) design of the digital

components should be considered when transferring the DPD algorithms to FPGAs.

Lastly, a cost analysis for the additional hardware needed to implement on-board DPD

should be performed, and the costs must be compared to the terrestrial solutions.

Such an analysis can provide a better insight into the gain of on-board DPD to a

satellite manufacturer or the operator.
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Appendix A

Expanded matrices for MP DPD and

HPA model

The following provides the expanded form of the matrix X̂f and Ẑf defined in Eq.

3.16.

X̂f =



x̂BL(0, 1, 0) x̂BL(1, 1, 0) · · · x̂BL(N − 1, 1, 0)

x̂BL(0, 1, 1) x̂BL(1, 1, 1) · · · x̂BL(N − 1, 1, 1)
...

... · · ·

x̂BL(0, 1, Q) x̂BL(1, 1, Q) · · · x̂BL(N − 1, 1, Q)
...

... · · · ...

x̂BL(0, K,Q) x̂BL(1, K,Q) · · · x̂BL(N − 1, K,Q)


, (A.1a)

Ẑf =



ẑBL(0, 1, 0) ẑBL(1, 1, 0) · · · ẑBL(N − 1, 1, 0)

ẑBL(0, 1, 1) ẑBL(1, 1, 1) · · · x̂BL(N − 1, 1, 1)
...

... · · ·

ẑBL(0, 1, Q) ẑBL(1, 1, Q) · · · ẑBL(N − 1, 1, Q)
...

... · · · ...

ẑBL(0, K,Q) ẑBL(1, K,Q) · · · ẑBL(N − 1, K,Q)


, (A.1b)

where the entries of the matrix in Eq. A.1 are defined in Eq. 3.15. Using Eq. 3.15

in the above equations, we get
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X̂f =



∑L
i=1 x(0)h(i)

∑L
i=1 x(1)h(i) · · ·

∑L
i=1 x(N − 1)h(i)∑L

i=1 x(−1)h(i)
∑L

i=1 x(0)h(i) · · ·
∑L

i=1 x(N − 2)h(i)
...

... · · ·∑L
i=1 x(−Q)h(i)

∑L
i=1 x(1−Q)h(i) · · ·

∑L
i=1 x(N − 1−Q)h(i)

...
... · · · ...∑L

i=1 x(−Q) |x(−Q)|
2 h(i)

∑L
i=1 x(1−Q) |x(1−Q)|

2 h(i) · · ·
∑L

i=1 x(N − 1−Q) |x(N − 1−Q)|2 h(i)
...

... · · · ...∑L
i=1 x(−Q) |x(−Q)|

K−1 h(i)
∑L

i=1 x(1−Q) |x(1−Q)|
K−1 h(i) · · ·

∑L
i=1 x(N − 1−Q) |x(N − 1−Q)|K−1 h(i)



,

(A.2)

Ẑf =



∑Lg

i=1 zf (0)g(i)
∑Lg

i=1 zf (1)g(i) · · ·
∑Lg

i=1 zf (N − 1)g(i)∑Lg

i=1 zf (−1)g(i)
∑Lg

i=1 zf (0)g(i) · · ·
∑Lg

i=1 zf (N − 2)g(i)
...

... · · ·∑Lg

i=1 zf (−Q)g(i)
∑Lg

i=1 zf (1−Q)g(i) · · ·
∑Lg

i=1 zf (N − 1−Q)g(i)
...

... · · · ...∑Lg

i=1 zf (−Q) |zf (−Q)|
2 g(i)

∑Lg

i=1 zf (1−Q) |zf (1−Q)|
2 g(i) · · ·

∑Lg

i=1 zf (N − 1−Q) |zf (N − 1−Q)|2 g(i)
...

... · · · ...∑Lg

i=1 zf (−Q) |zf (−Q)|
K−1 g(i)

∑Lg

i=1 zf (1−Q) |zf (1−Q)|
K−1 g(i) · · ·

∑Lg

i=1 zf (N − 1−Q) |zf (N − 1−Q)|K−1 g(i)



,

(A.3)

where x(n) is the input to the DPD block, and zf (n)∀ n = 0 · · ·N − 1 is defined in

Eq. 3.14a. The following provides the expanded form of the matrix Ŷf and Ỹf . In

Table 3.3, Ỹ represents the estimated HPA output and Ŷ represents the measured

HPA output in the feedback path.

Ŷf =



yf (0, 1, 0) yf (1, 1, 0) · · · yf (N − 1, 1, 0)

yf (0, 1, 1) yf (1, 1, 1) · · · yf (N − 1, 1, 1)
...

... · · ·

yf (0, 1, Q) yf (1, 1, Q) · · · yf (N − 1, 1, Q)
...

... · · · ...

yf (0, K,Q) yf (1, K,Q) · · · yf (N − 1, K,Q)


, (A.4a)

Ỹf =



ỹf (0, 1, 0) ỹf (1, 1, 0) · · · ỹf (N − 1, 1, 0)

ỹf (0, 1, 1) ỹf (1, 1, 1) · · · ỹf (N − 1, 1, 1)
...

... · · ·

ỹf (0, 1, Q) ỹf (1, 1, Q) · · · ỹf (N − 1, 1, Q)
...

... · · · ...

ỹf (0, K,Q) ỹf (1, K,Q) · · · ỹf (N − 1, K,Q)


, (A.4b)
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The matrices in Eq. A.4 can be further expanded as follows

Ŷf =



yf (0) yf (1) · · · yf (N − 1)

yf (−1) yf (0) · · · yf (N − 2)
...

... · · ·

yf (−Q) yf (1−Q) · · · yf (N − 1−Q)
...

... · · · ...

yf (−Q) |yf (−Q)|2 yf (1−Q) |yf (1−Q)|2 · · · yf (N − 1−Q) |yf (N − 1−Q)|2
...

... · · · ...

yf (−Q) |yf (−Q)|K−1 yf (1−Q) |yf (1−Q)|K−1 · · · yf (N − 1−Q) |yf (N − 1−Q)|K−1



,

(A.5)

Ỹf =



ỹf (0) ỹf (1) · · · ỹf (N − 1)

ỹf (−1) ỹf (0) · · · ỹf (N − 2)
...

... · · ·

ỹf (−Q) ỹf (1−Q) · · · ỹf (N − 1−Q)
...

... · · · ...

ỹf (−Q) |ỹf (−Q)|2 ỹf (1−Q) |ỹf (1−Q)|2 · · · ỹf (N − 1−Q) |ỹf (N − 1−Q)|2
...

... · · · ...

ỹf (−Q) |ỹf (−Q)|K−1 ỹf (1−Q) |ỹf (1−Q)|K−1 · · · ỹf (N − 1−Q) |ỹf (N − 1−Q)|K−1



,

(A.6)

where yf (n) is the actual measured signal in the feedback path and ỹf (n)∀ n =

0 · · ·N − 1 is defined in Eq. 3.14b.
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