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ABSTRACT

Clustering is an important technique in learning analytics
for partitioning students into groups of similar instances.
Application examples include group assignments, students-
class allocation, etc. However, traditional clustering does
not ensure a fair-representation in terms of some protected
attributes like gender or race, and as a result, the result-
ing clusters might be biased. Moreover, traditional cluster-
ing might result in clusters of varying cardinalities reduc-
ing their actionability for end user. In many applications,
like group assignment, the capacity of the resulting clusters
should be controllable to allow direct applicability of the re-
sulting clusters. Furthermore, it is important to be able to
explain why an instance/student is clustered into a specific
cluster and/or which attributes play a crucial role in the
clustering process. We believe that the aforementioned as-
pects of fairness, capacity and explainability are important
for the successful application of clustering in the learning
analytics domain.
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1. INTRODUCTION

In education, machine learning (ML) has been used in a
wide variety of decision-making tasks, for example, student
dropout prediction [11], education admission decisions [25]
or forecasting on-time graduation of students [16]. Recently,
the incidents of discrimination in ML-based decision-making
systems in education, such as grades prediction [4, 15], are
an important reason for the increase of the attention to bias
and fairness in ML of researchers [32]. Accordingly, the de-
cisions made by the ML-based systems against groups or
individuals on the basis of protected attributes like gender,
race, etc. Bias in education has been studied in many as-
pects from different sources of bias in education [27], stu-
dents’ data analysis [3], racial bias [39] and gender bias [26].
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However, ML-based decision-making systems have the po-
tential to amplify prevalent biases or create new ones and
therefore, fairness-aware ML approaches are required also
for the learning environments.

In our research, we are focusing on the fairness of clustering
methods in learning analytics since clustering is an effective
method to analyze student data [8, 17, 28, 36]. Cluster-
ing algorithms are useful tools for partitioning students into
groups of similar instances [3, 31]. Results from cluster-
ing methods are applicable in educational activities such as
group assignments [10] and student team achievement divi-
sions [37]. However, the traditional clustering algorithms do
not take into account the fairness w.r.t. protected attributes
like gender or race, as a consequence of focusing only on the
similarity objective. Moreover, the cardinality of the result-
ing clusters is typically not part of the objective function and
as a result clusters of very different cardinalities might be
extracted reducing the usefulness of the results. Moreover,
understanding the instances-to-clusters assignments, the im-
portant features for clustering and what characterizes each
cluster (the so-called, cluster labels) is not always easy [33].

The aim of this research is to study the fairness, capacity
and explainability requirements and challenges in the learn-
ing analytics domain and propose effective solutions that can
be used by the domain experts. In this direction, we pro-
pose the concept of fair-capacitated clustering which extends
traditional clustering focusing on clustering quality to also
ensure fairness of representation in terms of some protected
attribute(s) and the applicability of the resulting clusters by
ensuring balanced cluster cardinalities. Such clusters can be
exploited by different stakeholders in the learning environ-
ment: educators can better organize the learning activities,
e.g., group assignments; students can learn better in a more
inclusive and equitable environment.

In another direction, we plan to extend the fair capacitated
clustering with explainability to give insights to the end users
about how certain assignment decisions are made, what fea-
tures are important for clustering and what the extracted
clusters represent. Such information will allow educators to
customize teaching activities to each group and improve the
learning trajectory of each student, each group and the class
in overall.

We believe that the results of our research are useful in
other domains as well, for example business (clustering cus-



tomers in marketing studies, salesmen areas distribution),
traffic (vehicle routing) and communication (network de-
sign). Moreover, our research contributes to the further
development of the domain of fairness and responsible Al
with new methods (for the unsupervised learning problem)
and application domain (learning analytics).

The rest of our paper is structured as follows: Section 2
overviews the related work. Research questions are pre-
sented in Section 3. Section 4 describes our ongoing work on
fair-capacitated clustering and preliminary results. Finally,
conclusions and outlook are presented in Section 5.

2. RELATED WORK

Chierichetti et al. [7] first introduced the fair clustering prob-
lem and presented a balance measure for computing fairness
in the resulting clusters. They defined “fairlet” as a small
cluster preserving fairness measure, and then they apply k-
Center clustering algorithm on these fairlets to obtain the
final clusters. In the later studies, Backurs et al. [1] de-
scribed an algorithm for the fairlets computation in nearly
linear time. The problem of fair clustering with multiple
protected attributes is investigated in the researches of Ros-
ner and Schmidt [34] and Bera et al. [2].

The capacitated clustering problem (CCP) was first intro-
duced by Mulvey and Beck [30] with heuristic and subgra-
dient algorithms. Later, researchers proposed approaches to
solve the problem in the different clustering methods. For
instance, Khuller and Sussmann [19] introduced an approxi-
mation algorithm for the capacitated k-Center problem. An
improved version of k-Means algorithm for CCP was pre-
sented by Geetha et al. [12] with the use of a priority mea-
sure to assign points to their centroid. Lam and Mittenthal
[20] proposed a heuristic hierarchical clustering method for
CCP.

Quite a few researchers, recently, are interested in the use-
fulness of explainable and interpretable clustering models.
Chen et al. [6] proposed a probabilistic discriminative model
with the ability to learn rectangular decision rules for each
cluster. Saisubramanian et al. [35] offered a voting method
to consider which features are meaningful for the end user.
Moshkovitz et al. [29] used an unsupervised decision tree to
explain k-Means and k-Medians methods.

3. RESEARCH QUESTIONS

We organize the challenges into the research questions Q1 —
Q3 explained hereafter:

Q1: What is fairness in learning analytics and how to mit-
igate discrimination in clustering? Fairness in education is
an interesting topic researchers [5, 9, 13]. We investigate
the fairness terminology in student analytics w.r.t protected
attributes such as gender, race. Student performance can
be considered as the protected attribute because in some
cases no knowledge of the student’s performance can help
to prevent bias in the grading procedure [23, 24]. Related
work in the fairness-aware ML area depicts a large variety of
approaches that can be categorized into: i) pre-processing
approaches that intervene at the input data [22]; ii) in-
processing approaches that directly tweak the clustering al-
gorithm to account for fairness [7] and iii) post-processing

approaches that adjust the clustering results to ensure fair-
ness [38]. We will mainly follow the in-processing approaches
that directly incorporate fairness in the clustering process.
However, such approaches depend on the clustering algo-
rithm per se; our current work focuses on hierarchical and
partitioning algorithms, in the future density-based cluster-
ing will be also investigated.

Q2: How to satisfy multiple objectives, namely capacity of
clusters and fairness of representation on top of the (stan-
dard) cluster similarity objective? As already mentioned, the
actionability of the results is important. As a concrete exam-
ple consider group assignments: groups should be compara-
ble to allow for a fair allocation of work among students. In
the capacitated clustering problem [30], they do not consider
fairness, nor explainability. Likewise approaches for fair
clustering also exist [7]. However, approaches that jointly
consider the different objectives do not exist.

Q3: What is the explanation of a (fair-capacitated) cluster-
ing model and how to find it? The importance of explain-
able clustering results for the end users has been already dis-
cussed. Explainability does not only allow for understanding
how certain decisions are made but also allows for debugging
of algorithmic decisions and corrections in case of decisions
based on protected attributes like gender or race. There are
different aspects to explainability in clustering: understand-
ing how a certain assignment of an instance to a cluster was
made, understanding what attributes contributed to clus-
tering and explaining what each cluster is about (or cluster
labeling). We will investigate the different aspects to allow
educators to better understand the groups that are formed
and to allow both educators and single users/students to
understand how they fit into a particular cluster.

4. PRELIMINARY RESULTS ON FAIR CA-
PACITATED CLUSTERING

In this section, we present the preliminary results of our
work namely fair-capacitated clustering [21] problem. The
goal is to cluster students into fair-groups w.r.t. single pro-
tected attribute. Gender, typically, is chosen as the pro-
tected attribute. In other words, we would like to balance
the number of males and females in the resulting clusters
and our proposed methods should satisfy the size of group
constraint in order to make the results more actionable.

We define the problem of (¢, k, ¢)-fair-capacitated clustering
as finding a clustering C = {C1,---Cy} that partitions the
data X into k clusters such that the cardinality of each clus-
ter C; € C does not exceed a threshold ¢, i.e., |C;| < g (the
capacity constraint), the balance of each cluster is at least ¢,
i.e., balance(C) >t (the fairness constraint), and minimizes
the objective function. Parameters k, t, q are user-defined re-
ferring to the number of clusters, minimum balance thresh-
old and maximum cluster capacity, respectively.

We present a two-step solution to the problem: i) we rely on
fairlets [7] to generate minimal sets that satisfy the fair con-
straint and ii) we propose two approaches, namely hierarchi-
cal clustering (denoted by hierarchical fair-capacitated) and
partitioning-based clustering (denoted by k-Medoids fair-
capacitated, to obtain the fair-capacitated clustering. The
hierarchical approach embeds the additional cardinality re-



quirements during the merging step while the partitioning-
based one alters the assignment step using a knapsack prob-
lem formulation to satisfy the additional requirements.

We experiment our proposed methods on four educational
datasets: UCI Student performance!, PISA test scores?,
OULAD?, MOOC*, containing the demographics, grades
and school-related attributes of students. Table 1 in Ap-
pendix A summarizes the characteristics of datasets.

We report on clustering quality (measured as clustering cost,
see Eq. 1), cluster fairness (expressed as cluster balance [7],
see Eq. 2 and Eq. 3) and cluster capacity (expressed as
cluster cardinality). The parameters are set as follows: the
minimum threshold of balance t = 0.5, i.e., the proportion of

the minority group is at least 50% in the resulting clusters;
| X | * e

the maximum capacity of clusters ¢ = —‘; € is set to

1.01 and 1.2, for k-Medoids fair-capacitated and hierarchical
fair-capacitated methods, respectively.
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The baseline includes well-known clustering methods with
fairness-aware approaches and a traditional algorithm. 1) k-
Medoids[18]. This is a traditional partitioning technique of
clustering that uses the actual instances as centers (medoids)
and divides the dataset into k clusters and minimizes the
clustering cost. 2) Vanilla fairlet [7]. A vanilla fairlet de-
composition that ensures fair clusters is generated, then, a
k-Center clustering algorithm [14] is applied to cluster those
fairlets into k clusters. 3) MCF fairlet [7]. It is an updated
version of the Vanilla fairlet with The fairlet decomposition
is transformed into a minimum cost flow (MCF) problem,
by which an optimized version of fairlet decomposition in
terms of cost value is computed.

The preliminary results show that our approaches deliver
well-balanced clusters in terms of both fairness and cardi-
nality while maintaining a good clustering quality. In terms
of clustering cost (Figure 1-a) (Appendix B), our approaches
outperform the vanilla fairlet and MCF fairlet methods al-
though they are worse compared to the vanilla k-Medoids
clustering. This is obvious due to the fact that our meth-
ods have to satisfy constraints on fairness or/and cardinality.
MCF fairlet hierarchical fair-capacitated shows the best per-
formance due to the optimization in the merging step. As
illustrated in Figure 1-b regarding to fairness, our methods
are comparative to the competitors. In which, the minimum
threshold of balance ¢ is visualized as a dashed line and the

"https://archive.ics.uci.edu/ml/datasets/Student+Performance

Zhttps:/ /www.kaggle.com/econdata/pisa-test-scores
Shttps://analyse.kmi.open.ac.uk/open_dataset
*https://github.com /kanika-narang/MOOC_Data_Analysis

actual balance from the dataset is plotted as a dotted line.
In Figure 1-c, the maximum capacity thresholds ¢ are pre-
sented by the dashed and dotted lines. Our approaches are
more preeminent with a lower dispersion, in terms of car-
dinality. The boxplots of our methods are drawn thicker
because the variation of the capacity of resulting clusters is
tiny in quite a few cases. MCF fairlet shows the worst per-
formance, followed by Vanilla fairlet and vanilla k-Medoids
algorithm.

S.  CONCLUSION AND OUTLOOK

The investigations of the fairness, capacity and explainabil-
ity requirements in the learning analytics domain are the
main goals of our research. In this paper, we present the
challenges of our work with 3 research questions. The pre-
liminary results on the fair-capacitated clustering problem
show that our approaches can satisfy multiple objectives
namely fairness, capacity and clustering cost. In the next
step, we want to deploy the implementation of an explain-
able fair clustering algorithm to achieve the clarification of
the assignment in a fair clustering method.
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APPENDIX
A. DATASET

Table 1: An overview of the datasets

Dataset #instances Fattributes Protected attribute Balance score
UCT student performance-Mathematics 395 33 Gender (F: 208, M: 187 ) 0.899
UCI student performance-Portuguese 649 33 Gender (F: 383; M: 266) 0.695
PISA test scores 3,404 24 Male (1: 1,697; 0: 1,707 ) 0.994
OULAD 4,000 12 Gender (F: 2,000; M: 2,000) 1
MOOC 4,000 21 Gender (F: 2,000; M: 2,000) 1

B. UCISTUDENT PERFORMANCE DATASET

a) Clustering quality (lower is better)

b) Clustering fairness (higher is better)
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Figure 1: Performance of different methods on UCI student performance dataset - Mathematics subject



