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A Relation-Algebraic Approach
to Graph Structure Transformation

WOLFRAM KAHL!

Abstract

Graph transformation is a rapidly expanding field of research, motivated by a wide range
of applications.

Such transformations can be specified at different levels of abstraction. On one end,
there are “programmed” graph transformation systems with very fine control over manip-
ulation of individual graph items. Different flavours of rule-based graph transformation
systems match their patterns in more generic ways and therefore interact with the graph
structure at slightly higher levels.

A rather dominant approach to graph transformation uses the abstractions of cate-
gory theory to define matching and replacement almost on a black-box level, using easily
understandable basic category-theoretic concepts, like pushouts and pullbacks. However,
some details cannot be covered on this level, and most authors refrain from resorting to
the much more advanced category-theoretic tools of topos theory that are available for
graphs, too — topos theory is not felt to be an appropriate language for specifying graph
transformation.

In this thesis we show that the language of relations can be used very naturally to cover all
the problems of the categoric approach to graph transformation. Although much of this
follows from the well-known fact that every graph-structure category is a topos, very little
of this power has been exploited before, and even surveys of the categoric approach to
graph transformation state essential conditions outside the category-theoretic framework.

One achievement is therefore the capability to provide descriptions of all graph trans-
formation effects on a suitable level of abstraction from the concrete choice of graph
structures.

Another important result is the definition of a graph rewriting approach where rela-
tional matchings can match rule parameters to arbitrary subgraphs, which then can be
copied or deleted by rewriting. At the same time, the rules are still as intuitive as in the
double-pushout approach, and there is no need to use complicated encodings as in the
pullback approaches.

In short: A natural way to achieve a double-pushout-like rewriting concept that incorpo-
rates some kind of “graph variable” matching and replication is to amalgamate pushouts
and pullbacks, and the relation-algebraic approach offers appropriate abstractions that
allow to formalise this in a fully component-free yet intuitively accessible manner.

L Current e-mail address: kahl@mcmaster.ca. This habilitation thesis was completed during the author’s
appointment at the Institute for Software Technology of Universitat der Bundeswehr Miinchen.
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Chapter 1

Introduction

We start this introductory chapter with an overview over graph transformation, followed
by a more detailed presentation of the categoric approaches to graph transformation. In
Sect. 1.3 we sketch the problem of relational matching and shortly sketch our solution.
All this serves as introduction into the problem area of the present thesis.

The solutions rely on axiomatisations of categories of relations, and we present some
historical background for this in Sect. 1.4. Although categories of relations are still cat-
egories, the style of relational formalisations is frequently very different from the style of
category-theoretic formalisations; we discuss this effect in Sect. 1.5.

Finally, we present an overview over the remainder of this thesis in Sect. 1.6.

1.1 Graph Grammars and Graph Transformation

Research on graph grammars started in the late 1960s | , , ] and has

since evolved into a very active area, as documented by a gradually increasing number of

conference series devoted to the topic | , , , , , ,
: , ; J-

Given the fact that graphs are a useful means for modelling many different kinds
of complex systems, graph grammars and graph replacement was, from the beginning,
strongly motivated by applications in computer science, such as networks, and also in
biology, such as modelling the growth of plants | , ].

Important areas of applications currently include applied software systems and systems
modelling [ , , , ], many aspects of parallelism, distributed systems
and synchronisation mechanisms | , , , |, implementation of term
rewriting and operational semantics of functional (and logic) programming | , ,

, , , , , |, operational semantics of object oriented
languages | , ], and many aspects of visual programming languages | .

A survey of the foundations of graph transformation is contained in the first volume
[ | of a three-volume handbook. The second volume | | concentrates on ap-
plications, languages, and tools, and there already has been a first international workshop
on “Applications of Graph Transformations with Industrial Relevance” | .

In recent years, there has been a shift of attention, accompanied by a shift of terminology,
from “graph grammars” to “graph transformation”, from “productions” to “(transfor-
mation) rules”, as problems of describing, generating, and parsing classes of graphs (as
“graph languages”) are nowadays overshadowed by problems of using graph transformation
to specify or describe complex system behaviour and step-wise adaptation or refinement
of systems or abstract entities represented by graphs.

Accordingly, we shall use the following nomenclature for the essential items involved
in an individual graph transformation step:
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e A rule usually contains at least a left-hand side and a right-hand side, which usually
both are graphs, and some indication of how instances of the right-hand side are
going to replace matched instances of the left-hand side.

e Rule application to some application graph requires identification of a redex in the
application graph, usually via some kind of matching from the rule’s left-hand side
to the application graph.

e Performing the transformation then produces a result graph, and usually it is possible
to identify, via a result embedding, some instance of the rule’s right-hand side in the
result graph.

left-hand side rule right-hand side

redex / matching result embedding

transformation

application graph result graph

Traditionally, there are two main groups of approaches to graph transformation:

e The “set-theoretic” approaches consider graphs concretely as made up of a set of
vertices and a set of edges between vertices, and allow rules to describe more or less
arbitrary operations on graphs. Two important classes of graph grammars belong
here:

— Node replacement graph grammars have rules that specify replacement graphs
for single nodes, and how these replacement graphs are connected into the
application graph depending on how the replaced node was connected. Through
such a replacement step, edges may be deleted or created in numbers that
cannot (and need not) be controlled by the rules. For an introduction, see
[ERO7].

— FEdge replacement graph grammars, or, more usually, hyperedge replacement
graph grammars have rules that specify a replacement graph for a single
(hyper-)edge, and which nodes of the replacement graph should be identified
with the nodes the replaced edge was incident with. Such a replacement step
cannot delete nodes; it deletes a single edge and creates new nodes and edges
in numbers completely specified by the applied rule. For an introduction, see

[ J

e In the “algebraic” approaches, graph homomorphisms make up the rules and serve

as matchings, and category-theoretic concepts of pushout and pullback are used to
specify rewriting.
As a result, larger patterns (not single items as in the set-theoretic approaches)
can be rewritten, and reasoning about graph transformation is facilitated via the
category-theoretic abstraction underlying these approaches. If this was followed
through consequently, then nodes and edges should never occur in arguments about
categoric graph transformation — proofs should be completely component-free.
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Programmed graph transformation [ , | has historically been closer to the
set-theoretic approaches.

We are interested mainly in the categoric approaches, which we therefore present in
more detail in the next section.

1.2 The Categoric Approaches to Graph Transformation

The so-called “algebraic approach to graph transformation” is really a collection of ap-
proaches that essentially rely on category-theoretic abstractions.

Historically, Ehrig, Pfender and Schneider developed the double-pushout approach as
a way to generalise Chomsky grammars from strings to graphs, using pushouts as “gluing
construction” to play the role of concatenation on strings | ]. The name “algebraic
approach” derives from the fact that graphs can be considered as a special kind of algebras,
and that the pushout in the appropriate category of algebras was perceived more as a
concept from universal algebra than from category theory. The first three graph grammar
conference proceedings contain early tutorial introductions | , , ].

Motivated by the shortcomings of the double-pushout approach that was based on total
graph homomorphisms, the end of the 1980s saw the emergence of the single-pushout ap-
proach based on categories of partial graph homomorphisms. The work of Raoult | ]
and Kennaway | , ] was mainly motivated by applications to term graph rewrit-
ing, while Lowe | , , | took a more general approach.

A recent exposition of the foundations of the pushout approaches can be found as
chapters 3 and 4 | , | in the foundations volume of the “Handbook of
Graph Grammars and Computing by Graph Transformation” | ].

A less prominent categoric approach “turns all arrows around” — Bauderon proposed
algebraic graph rewriting based on pullbacks | , ]. In contrast to the pushout
approaches, the pullback approach can handle deletion and duplication with ease. So
far, only pullbacks of total graph homomorphisms have been considered, but neverthe-
less, single- and double-pullback rewriting can be used for rewriting concepts of different
complexity.

The remainder of this section is a “guided tour” through the concepts and variants of
the categoric approach to graph rewriting, starting with pushouts and the double-pushout
approach, including the “restricting derivation” variant of the latter. We then continue
with the single-pushout approach and finish with a short presentation of the pullback
approach.

From now on, we will illustrate our arguments with diagrams involving graphs and graph
morphisms. Here is an example of such a diagram:

It shows three graphs, each in a rectangular box, with two morphisms F' and G in-between.
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Each graph consists of octagonal nodes, small square edges, and for every edge a source
tentacle from the edge to the source node of that edge — this is drawn as a small-tipped
arrow from the source node towards the edge — and a target tentacle from the edge to the
target node of that edge — this is drawn as a large-tipped arrow from the edge towards
the target node.

This unconventional way to draw graphs makes it easier to make explicit the edge
mappings of graph homomorphisms. Intuitively, the two tentacles together with the edge
square may be understood as a single edge “from the source node to the target node”;
this intuition motivates the directions of the arrows.

On the diagram level, graphs can be understood as nodes, and graph homomorphisms
as edges, and they are presented in the same way: The homomorphism’s name is connected
via two thick tentacles with the homomorphism’s source and target graphs, and both
tentacles have arrows in the direction of the homomorphism.

The homomorphism itself is represented by thin arrows connecting graph items (nodes
and edges) in the source graph with their images in the target graph.

A conventional graph homomorphism has to map every node to a single node, and
every edge to a single edge, such that the source and target nodes of the image edge are
the images of the source and target nodes of the original edge.

Therefore it is easy to check that F' and G in the drawing above are indeed graph
homomorphisms. The target of G is a unit graph, that is, a graph consisting of a single
edge and a single node which is both source and target of that edge. Such an edge where
source and target coincide is usually called loop. In our drawings, the two tentacles of
loop edges usually merge into a single two-tipped arrow, as above in the target of G.

1.2.1 Pushouts

Because of its importance in the context of categorical graph rewriting, and in view of its
simplicity and intuitive accessibility, we start with a detailed introduction to the definition
of the pushout construction, and provide step-by-step illustrations of an example in the
category of unlabelled graphs (see Def. 5.3.1 for a compact definition of pushouts).

The setup for a pushout is a diagram consisting of two morphisms P and @ with
common source A.

————>Q———>

(o]
€«— T

The pushout for P and @) then consists of a pushout object D and two morphisms R and
S with D as target, such that, first of all, the resulting square commutes, that is, all
compositions of morphisms along different paths connecting the same objects are equal,
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which in this case just means PsR = ;S (we use a small semicolon “” for composition,
and write composition in the diagrammatic order!).

>Q >
P S \l
5 R .o Y v

-

L S
D

Now there may be more candidates for a commuting square completion, such as another
object D" with morphisms R’ and S’ as in the following example:

W

A4
o)
Y

A @ C
" p \

v
B . p

s - 3
i —
K \
R
D/

The pushout proper is then defined by the following universal characterisation: For every
such candidate for a commuting square completion, there has to exist a unique arrow U
from the pushout object D to the candidate object D’ such that the candidate morphisms
can be factorised via U, that is, they can be expressed as compositions of the pushout
morphisms with this unique morphism U, which concretely means R = R:U and S’ = S;U.

Lthat is, we compose R: A — Band S: B — C to R:S only if B=B'.



6 1. Introduction

> Q>
: )
v v
i
\L o
ol ~

kC

It is easy to see that in this example, there are morphisms Vi and Vg in the opposite
direction, that is from D’ to D, such that R = R’sVz and S = S’:Vg, but there is no
morphism V from D’ to D that would factorise both R and S, since the edge that has two
pre-images by U can have only one image by V.

Other candidate commuting square completions are even “farther away” from being
pushouts: In the following example, because of the additional identification of two vertices
there is not even a morphism Vg such that S = S’sVg. In addition, this example features
graph items not covered by R’ or S’:

0 4
o)
Y

€«— T
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1.2.2 More About Pushouts in Graphs

The simplest case of pushouts arises if the graph A is empty, or, in general, if the object
A is initial in the category under consideration. In this case, every choice of object D and
arrows R and S to D makes the square commute, so the pushout condition degenerates
to the condition for the disjoint sum (also called coproduct).

>»Q > ——>»Q—— >

&

4: \
In general, pushouts may be understood as producing first a disjoint sum, and then gluing

the two parts together along the interface indicated by A and its embeddings into the two
constituent graphs.

T \%k
'

! !
4 =

As shown in this example, A may contain edges. However, in the context of graph rewriting
the interface usually just consists of the “real interface” between, for example, the redex
and the context, and therefore is a discrete graph, that is, a graph consisting only of nodes.
An example for that was given in the previous section — it differs from this example here
only in that the edge has been taken away from the interface. Therefore, in the example of
the last section, only the images of the two interface vertices were affected by the gluing,
while the two edges connecting the respective images in B and C remained distinct.

€—— v€—]
{1
F
v

1.2.3 The Double-Pushout Approach

The double-pushout approach is the “classical” variant of the “algebraic approach” to
graph rewriting, going back to [ ].

In this approach, a rewriting rule is a span L2 G PR, R of morphisms, that is a pair
of morphisms ®1, and @ starting from a common source G, called the gluing object, and
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ending in the rule’s left-hand side £ and right-hand side R, respectively. Usually, ®1, must
be injective (a detailed discussion of this issue is contained in [ ]). As an example
consider the following graph rewriting rule, which deletes a path of length two between the
two interface nodes, and inserts a four-node cycle with one edge connecting the interface
nodes.

()
/

€&—PhiL <€— > PhiR

Y

()
/

A redex for such a rule is a morphism Xp, : £ — A from the rule’s left-hand side £ into
some application graph A.

Cr O
‘\:>0 | €——PhiL <«— > PhiR >
C/ )
O
C%L

Application of the rule has to establish a double-pushout diagram of the following shape:

L <% g _ % g

X, = Xg

A H

Here we encounter a first weak point of the categoric approach: While pushouts are a
universal construction that may be described in very simple category-theoretic terms, the
first step necessary for producing such a double-pushout diagram is not of this kind.

What is needed here is a host object ‘H together with a host morphism Z from the
gluing object to the host object such that the matching can be reconstructed as part of
the pushout for @1, and =. This is called a pushout complement for ®1, and Xy,.

The fundamental result enabling the success of the double-pushout approach is that,
for graphs, there is a simple condition on ®1, and Xy, called the gluing condition, that is
necessary and sufficient to ensure that the pushout complement in the category of graphs
exists — more about the gluing condition below.

For the time being, it is sufficient to know that in our example, the gluing condition
holds. A pushout complement is easily constructed as a subgraph of the application graph:
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)

Cx
4\:>Q «—PhiL€— | —— 3 phrR— >

&

/

The pushout shown in 1.2.1 then completes the double-pushout diagram:

)

Ck [

€—PhilL €— F———>PhiR—————>>

o

y _
Chil| Xi C
¢ l
o e /

e

< =

e

Such a rewriting step is usually called a direct derivation of B from A. If r is an identifier

denoting the rule E&Q&R, then such a direct derivation via r is frequently written
A= B.

1.2.4 The Gluing Condition

For our rule from above, consider the following matching:

()
/

€«—PhL€— |—— 3 phiR—>
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Since this matching morphism does not add any context, the host morphism can only be
the identity on the gluing graph.

J

€—PhiL €«— F———> PhiR—————>

D)

l€——PsiL€«———

However, this host is not a pushout complement: The pushout of ®1, and Z is the identity
on the left-hand side and therefore does not reconstruct the identification that is part of
the original matching Xy, from the left-hand side to the application graph:

% €—PhiL€— | ———— PhiR———>>
% !

(€ PsiLO €«——

]

D)

N

siL

In contrast, if the identification in the matching affects only interface nodes, then there is
no problem. In the following example, the host is a proper pushout complement:

()
| €——PhiL <— I —————>PhiR —————>|

~ o
— x
2‘/

] ’)
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In general, for the existence of a pushout complement it is therefore necessary that the
following is satisfied:

Definition 1.2.1 For two graph morphisms ® : G — £ and X : £ — A, the identification
condition holds iff whenever two different nodes of £ are identified by X, then they both
lie inside the image of ®. O

Another class of problems is illustrated by the following matching:

IR
/
% €«—PhL€— | ——>PhiR——>
M\
N

:

e

Intuitively, there seem to be two choices for the host:

| €——PhiL <
@%thn«_ -
[
c
P
v

Xi

AL

L — \
(—PsiL(\

— | — ]

S —

But in both cases, the pushout of the host morphism and the left-hand-side morphism
fails to reconstruct the original application graph:

l€——Phil. <— j:ﬁﬁ l€——PhiL €«——
[

1w
\

\
Psog
&ﬁﬁ §%®

=
S
=

=
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The problem here is the fact that in the application graph, an edge is incident in a node
that is outside the image of the interface graph. Therefore, in addition to the identification
condition, also the following needs to be satisfied:

Definition 1.2.2 For two graph morphisms ® : G — £ and X : £ — A, the dangling
condition holds iff whenever an edge connects a node outside the image of X with a node
x inside the image of X, then x has in its pre-image via X only nodes in the image of ®.[]

It happens that these two conditions together are necessary and sufficient for the exis-
tence of pushout complements, so they are usually taken to be parts of a single condition:

Definition 1.2.3 w07 For two graph morphisms ® : G — £ and X : £ — A, the gluing
condition holds iff both the identification condition and the dangling condition hold. [

Obviously, something is wrong with this condition.

Remember that the motto of the categoric approach is that graph rewriting should be
defined entirely on an abstract level, namely the level of category theory. The rewriting
step itself also is defined entirely on this level. Nevertheless, this crucial application
condition is given on the concrete level of nodes and edges.

This “escape” is, in fact, not necessary: already in 1987 Kawahara gave an appropriate
abstract formulation of the gluing condition [ |. For this purpose, he employed a
relational calculus embedded in the more advanced category-theoretic concepts of topoi
[ |. However, this abstract formulation seems not to have received the deserved at-
tention; even in the “Handbook of Graph Grammars and Computing by Graph Transfor-
mation” | ], written a decade later, the exposition of the foundations of the categoric
approach | | still states the gluing condition on the concrete level of vertices and
edges and does not even refer to Kawahara’s abstract formulation.

In Sect. 5.4 we are going to present more details of Kawahara’s formulation, and put
it into a wider context.

1.2.5 Restricting Derivations

One can argue that in the above counter-examples to the gluing condition, application of
the rules in question still makes sense, although the pushout of the rule’s left-hand side
and the host morphism does not reproduce the application graph.

Since there still is a commuting square, the pushout condition guarantees that there
is a morphism from the pushout object to the application graph, and Parisi-Presicce
developed together with Ehrig the approach of restricting derivations | , | that
allows rewriting under such circumstances.

An application of a rule L~—G——=TR to an application graph A via a matching
L—— A starts with constructing any host object and host morphism G ——"H such that
the matching factors via the pushout of L«+—G——"H. The result is then obtained as
the pushout of H<~—G——7R, as in the double-pushout approach.

L g R

L




1.2. The Categoric Approaches to Graph Transformation 13

The considerable flexibility arising from this very weakly limited choice of hosts on the one
hand lets restricting derivations not only encompass all double-pushout rule applications
and also all single-pushout derivations (see below), but even exceed their possibilities.
On the other hand, however, the number of choices in general becomes so large that this
approach is not useful for automatic application without further guidance.

1.2.6 The Single-Pushout Approach

In the double-pushout approach, as we have seen above, a rule is a span E&Q&»R,
where @1, is usually restricted to be a monomorphism, that is, an injective graph homo-
morphism. From the category-theoretic point of view, such a span is precisely a partial
morphism. This can be understood by considering the monomorphism as designating a
subobject which is then the domain of definedness of the partial morphism.

In the single-pushout approach, a rule is a single partial morphism L2 R. Usually,
the subobject underlying such a partial morphism is not explicitly mentioned nor drawn
in this approach. The following example rule deletes an incoming edge from the source
node of another edge, and replaces it by an incoming edge to the target node of that other

edge:
i__}l’hi*

O\ﬁ\%}_

A redex is a total morphism from the left-hand side £ into some application graph A.
There is general consensus that admitting partial morphisms in this réle does not make
much sense.

—>Phi—

.

-

A rewriting step is now a single pushout in the category of partial morphisms.
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f?%’m

I

Partialities in the rule morphism may be interpreted as “prescriptions to delete”, while
defined parts of the rule morphism may be interpreted as “prescriptions to preserve”.
With these interpretations, conflicts can arise: Below, in the example on the left a node
that is to be deleted and a node that is to be preserved are mapped to the same node
in the application graph. It is easy to see that the requirement that the pushout square
must commute gives priority to deletion.

T —Phi O Phi—>»
@
Chi Xi ‘l‘

Psi—>»| > Psi

In the example on the right, a deleted node is mapped to a node with a “dangling” edge.
In the double-pushout approach, such a matching would violate the dangling condition,
so no derivation would be possible. In the category of partial graph morphisms, however,
a pushout exists, and deletes the dangling edge, too. As a result, in circumstances like
those exemplified by these two cases, the morphism from the right-hand side of the rule
to the result graph is not total, even though the matchings from the left-hand side to the
application graph are always total.

If one is interested only in rewriting steps with total result morphisms, then the follow-
ing condition has to hold for the matching (the name “conflict-free” has been introduced
by Lowe; Kennaway calls this condition IDENT’ | )):

Definition 1.2.4 A total matching morphism = : £ — A is called conflict-free for a
(partial) rule morphism @ : £ -+~ R iff whenever a node in the domain of ¢ has the same
image via Z as another node, then that other node is in the domain of ®, too. O
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In the literature on the single-pushout approach, this condition is always stated like that,
on the concrete level of nodes and edges. We provide an abstract variant in Sect. 5.4.

1.2.7 Shortcomings of the Pushout Approaches

We have seen that with pushout rules, it is possible to specify the following;:
e deletion of graph items in the image of the rule’s left-hand side,

e in the single-pushout approach or via restricting derivations, deletion of “dangling”
items, usually edges,

e addition of graph items,
e identification of graph items.

However, it is not possible to specify proper replication. The case that another, equal
item is inserted for a preserved matched item does not count as proper replication. With
proper replication, we mean replication of parts of the graph that are only indicated by
the matching, but not fully specified. The kind of replication that is most interesting for
us allows graph variables to be matched to whole subgraphs, and a rewriting step may
then involve producing several copies of these subgraphs. Because of the analogy of this
scenario with that of term rewriting, there has been a first attempt in this direction in the
shape of “graph rewriting with substitutions” | ], which will be discussed in Sect. 1.3.

Another kind of replication can be found in vertex replacement graph grammars, where
new edges introduced by the rule are replicated as often into the result graph as there are
appropriate neighbours of the redex node.

Considering again the pushout construction, the inability to perform such arbitrary
replications is clearly connected with the proximity of pushouts to disjoint sums. Since
replication can be seen as an instance of a product construction, it is natural to look into
the dual of the pushout construction, namely the pullback.

1.2.8 The Pullback Approach

Bauderon proposed a different categorical setting for graph rewriting that overcomes the
lack of replication capabilities in the pushout approaches. Starting from the fact that the
most natural replication mechanism in category theory is the categorical product, and that,
in graph-structure categories, pullbacks are subobjects of products, Bauderon introduced
a setup that uses pullbacks in place of pushouts | , , , , , .
He showed that it is possible to encode the rules of important vertex replacement graph
grammars as single- resp. double-pullback rules — these vertex replacement systems are
beyond the reach of the pushout approaches because of the unpredictable replication of
edges incident to the redex node. In addition, single- and double-pushout rules can be
encoded as appropriate pullback rules, too. Therefore, from the point of view of expres-
siveness, the pullback approach is clearly more powerful than the pushout approaches.

However, the pullback approach also has serious drawbacks.

From the technical point of view, the existence condition for pullback complements
is much more complicated than the gluing condition, and it is, in general, intractable to
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check by computer. Therefore, at least the double-pullback approach is not appropriate
as a model for implementations of graph rewriting.

Furthermore, the gain in expressiveness comes at the cost of a severe loss in compre-
hensibility and intuitiveness.

Let us consider a few example pullbacks. Starting from two morphisms R and S with
common target D, a pullback consists of a pullback object A and two morphisms P and
starting from A such that the resulting square commutes, and such that each commuting
candidate square can be uniquely factorised via A (see Def. 5.1.1 for the precise definition).

Already the “simplest special case” of pullbacks, namely the categorical product, is only
simple to understand in special cases. The categorical product arises if D is a terminal
object. In the category of graphs, a terminal object is a graph consisting of a single node
with a single loop edge attached to it; such a graph is also called unit graph.

In the following diagram of functional graph morphisms, the common target A is such
a unit graph, and the graph B is a direct sum of the unit graph with itself.

— 1 A

=

The categorical product of B with C is therefore the direct sum of C with itself:
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This kind of replication is easy to comprehend, and is exactly what is missing from the
pushout approaches.

However, even slightly more general products are less understandable; consider the
following example setup:

%

=

Here, the B still contains a unit subgraph, but it also contains an edge from the node of
the unit subgraph to another node.

The direct product still includes a full copy of C, induced by the unit subgraph. All
vertices of C also have a second copy, corresponding to the second node of B, and this
second copy of node = has an edge from the unit-image copy of node y iff there is an edge
from y to z in C.
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Edges in the opposite direction are not produced since there is no such edge in B.
If we include such a third edge into B, then all edges of C are triplicated, while the
nodes are still duplicated because of the two nodes in B.

e

In general, the product construction involved here is known as the Kronecker product of
graphs ['W77]: The Kronecker product of B and C contains a node (b, ¢) for every pair of
nodes b of B and ¢ of C, and for every pair of edges e : by — by in Band f:¢; — coinC
it contains an edge from (e, f) : (b1,c1) — (ba, c2).
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The intricate interlacing of the different aspects of the different copies we have seen
in the examples can be reconstructed and justified from this definition of the categorical
product of graphs, but can hardly be called intuitive.

Let us now show an example for a pullback which is not just a categorical product. From
the point of view of C, the part which S maps into the unit subgraph of D is preserved,
since R has only a unit subgraph as pre-image of the unit subgraph in D. The edge
mapped to an edge outside the range of R is deleted, while those edges mapped to an edge
that has two pre-images via R are duplicated:

Ho——
/

—— v———>»

This shows that different parts of D can be considered as standing for different “roles”
in the rewriting step. The rule morphism R decides the behaviour of each role, while the
morphism S from the application graph into D assigns roles to all parts of the application
graph. For maximum flexibility in the treatment of these roles, Bauderon and Jacquet
therefore provide an alphabet graph that contains items that each represent a different
treatment via rewriting, such as preservation, duplication, or deletion.

The following shows the translation of a simple NLC rule (“node-label-controlled graph
rewriting”, one variant of vertex replacement), where D is the alphabet graph for three
labels, which are represented by the horizontally flattened three-node clique in the middle.
The top node is the “context”, and the bottom node is the “redex”. The rule morphism
R rewrites the redex by splitting it into two nodes connected by a single edge, redirect-
ing incoming edges from one of the three kinds of neighbours to the source of that new
edge, and redirecting the source tentacles of outgoing edges directed at the same kind of
neighbours to the target of the new edge.
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Context:

Labels:

Redezx:

Such a rule is applied by establishing what Bauderon and Jacquet call a “label” on an
application graph, that is, a graph morphism from the application graph to the alphabet
graph such that exactly one node is mapped to the “redex” node, precisely its neighbours
are mapped to label nodes in the alphabet graph (which are the neighbours of the redex
node), and all other nodes are mapped to the “context” node.

In the following example, the bottom node is mapped to the redex; its upper three
neighbours to the right-most label, and its left neighbour to the left-most label. The two
top nodes are mapped to the context node, and for every edge, its mapping is determined
by the mapping of its end nodes:

Context:

Labels:

Redezx:

Context:

Neighbours:

Redex:

The pullback then can be understood to remove the redex node together with all edges
connecting it with its neighbours, to introduce a copy of the redex image (the original
vertex replacement rule’s right-hand side) and connect it with edges to and from the
neighbours of the redex, according to the prescriptions in the rule.

In our example, for each of the two edges connecting the redex image with its neigh-
bours there are two instances in the result, connected with different neighbours according
to the situation in the application graph.
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This simple example should be sufficient to demonstrate that pullback rewriting “has too
much power for its own good”: Although pullback rules can be used to encode many
different kinds of graph rewriting rules, they are not intuitive enough to be considered as
a specification language for graph transformation.

1.3 Graph Transformation with Relational Matching

Rewriting in the presence of relational morphisms is extremely interesting and important,
since it offers a much higher degree of flexibility than rewriting with functional morphisms.
To date, rewriting with effects like those of relational matchings has usually been achieved
either via introducing some kind of substitutions, as in the purely substitution-based ap-
proach by Plump and Habel | ], or via intermediate steps that impose hierarchical
structure, allowing functions to match “variables” to targets at higher levels in the hier-
archy, as for example the following two approaches.

Drewes, Hoffmann and Plump extend the double-pushout approach to “hierarchical
graphs” where hyperedges called “frames” may “contain” a nested hierarchical graph as
contents | , ]. Motivated by programming analogies, they propose “frame
variables” to allow arbitrary deletion and copying of frame contents, and solve the associ-
ated problems outside the algebraic approach, by considering “rule schemata’”: instead of
allowing frame variables to match arbitrary frames, they first instantiate the rule schema
to produce a rule without frame variables, and then this rule is applied. Accordingly,
when discussing induced “flattened” transformation steps, they only consider rules, but
not rule schemata.

The present author proposed a similar mechanism for relational diagrams, where edges
are labelled with relation-algebraic expressions, and diagrams with designated interface
nodes are considered as a special kind of relation-algebraic expressions | ]. Although
that approach went further towards directly considering relational matchings between (flat
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or hierarchical) diagrams, it also relied on the hierarchical view to perform the transfor-
mations themselves.

The root of the problem here seems to lie in an inappropriate concept of “variable” or
“parameters”. All these approaches essentially propose (hyper-)edge variables, and then
would allow these hyperedges to be matched to larger subgraphs, corresponding to the
hyperedge replacements of hyperedge replacement graph grammars.

However, such a view does not give rise to a natural graph morphism concept. Although
categories can be defined where morphisms contain “hyperedge substitution” components,
these do not generalise naturally to truly relational morphisms.

Consider the pullback in the last drawing above as a diagram with “all arrows turned
around”: It is then a diagram of relational graph homomorphisms. Such relational graph
homomorphisms are going to be defined in Def. 4.3.3 (see also Def. 3.2.2 and the discussion
preceeding it); they obey similar structure preservation constraints as standard, functional
homomorphisms, but can be partial, and multivalent.

In this new view, the converse of the morphism R maps the redex unit graph to the
subgraph that is going to replace it, a subgraph containing two vertices connected by a
left-to-right edge. Note that although the pullback encodes a verter replacement rule, the
redex is a full unit subgraph, consisting of a vertex and an edge, and this edge is necessary
for relating the redex with the whole subgraph that is going to replace it.

Analogously, approaches that extend edge replacement to relational matching cannot
give rise to natural formulations as long as there are no vertices accompanying the variable
edges and “covering” the vertices in the replacement graph.

In Chapter 6 we are going to present a formalism that allows the abstract specification
of graph transformation with parameters and replication of parameter images. It will
superficially be modelled at the double-pushout approach, but works in the setting of
relational graph morphisms, and it incorporates elements of the pullback approach along
the lines of the above argument.

The following is an example rule:

uO(\

\Iﬁ)

-
[ €E——PhiL€—] ———>PhiR——— |

S

This rule consists of left- and right-hand side morphisms as usual, and has an additional
component: a partial identity ug on the gluing graph that indicates the interface. Here, the
interface consists only of the top-most node. Everything besides the interface is considered
as parameter, and we see that the right-hand side of the example rule duplicates the
parameter part.

A redex is a relational graph morphism, too, and is restricted to be total and univalent
besides the parameter part. (For simplicity, we leave further more technical conditions
to the detailed presentation in Chapter 6.) It may map the parameter part to a larger
subgraph, as in the following example:
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uO(\
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The host construction is essentially the same as in the double-pushout approach (but we
are dropping a dangling edge here):

0« [~
\ 1@
[ €———PhiL€—] kih) PhiR ——— 3|

For the result, the parameter part is replicated according to the prescription of the rule’s

right-hand side:
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We are able to specify this kind of rewriting with fully abstract definitions that never need
to mention edges or nodes. This is made possible by working in a relation-algebraic setting,
which, we claim, is the right level of abstraction for graph-structure transformation.

Let us now briefly summarise the development and characteristics of relation-algebraic
formalisms.

1.4 Relation Algebras and Generalisations

Just as lattices are a convenient abstraction from the properties of subset and substructure
orderings, categories are a popular abstraction from the properties of functions between
sets.

Category theory is also the abstraction underlying the so-called “algebraic approach”
to graph transformation, including the slightly more abstract approach of “high-level re-
placement systems” | .

Since we are aiming at an approach to graph rewriting that allows relational matching,
we need a more appropriate class of structures.

Attempts at characterising the behaviour of relations between sets on a more abstract
level can be traced back to the roots of the “algebra of logic” in the second half of the
19th century, with landmark contributions by George Boole | |, Augustus De Morgan
[ ], Charles Sanders Peirce | ], and Ernst Schroder | .

In its modern shape, the study of abstractions on the behaviour of relations goes back
to Alfred Tarski [ ) |. However, relation algebras as axiomatised by Tarski are
homogeneous, that is, they abstract from the notion of relations between objects of a single
universe.

Approaches to axiomatise relations between elements of different sets, that is, het-
erogeneous relation algebras, seem to have emerged only during the 1970’s and 1980’s,
approaching the topic from two different directions.
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One direction directly generalises relation algebras to the heterogeneous setting, and
has Gunther Schmidt as main proponent | ) ) , |. One advantage of
this approach is that Gunther Schmidt and Thomas Strohlein have written a very accessible
textbook | ) | which is based on this definition of heterogeneous relation algebras
and aimed at computer scientists; a more recent, more compact account may be found in
a survey book chapter by Schmidt et. al. | |, with applications in other chapters of
the same book | .

The other direction starts from the heterogeneous setting of category theory and adds
additional structure and axioms in order to be able to approach the elegance of relational
reasoning.

One of the earliest steps in this directions seems to have been by Kawahara | ,

, ], who established a relational calculus inside topos theory?. Unfortu-
nately, this work seems to have received little attention.

Olivier and Serrato | | introduced “Dedekind categories” as a variant of relation
algebras without complementation, and proposed to use them for modelling “fuzzy rela-
tions” in | ].

The “x-autonomous categories” of Michael Barr | | and the “cartesian bicate-
gories” of Carboni and Walters | | are two, albeit quite different, attempts to harness
rather abstract category-theoretic machinery in order to gain certain approximations to
relational reasoning.

The current standard terminology for weaker variants of “relation categories” has been
established by the book “Categories, Allegories” by Peter Freyd and Andre Scedrov | ].
As a first approximation to relational reasoning they define allegories as a specialised kind
of categories. They then proceed to introduce a hierarchy of stronger structures, like
“locally complete unitary pretabular allegories” (LCUPAs); their main motivations are
representation theorems and to establish links with topos theory (i.e., with categorical
logic). Unfortunately, the very concise and abstract style of this book together with the
fact that it extensively uses notation and terminology that are not very wide-spread make
it rather inaccessible for most computer scientists who are not already quite versed in
category theory.

Backhouse and his group made extensive use of relators for their “Relational Theory of
Datatypes” | ]. Closely related is the “Algebra of Programming” as presented
in the book by Bird and de Moor | |; it extensively uses relational calculus for
program derivation. Bird and de Moor tend to avoid complementation of relations, but
do not definitely exclude it. So the preferred setting of the “Algebra of Programming”
essentially that of: “complete tabular power allegories”, which can be regarded as a topos
setting, and also corresponds to Dedekind categories with unit, direct sums and products,
subobjects, and power objects.

Since the early 1990s, the “RelMiCS” initiative® initiated by Gunther Schmidt brings to-
gether researchers from many different approaches to using relational methods in computer
science, and has also documented the foundations and their wide-ranging applications in a
book [ ] and an on-going series of conference proceedings | ) , , ].

2A topos is a category equipped with structure that allows to translate logical reasoning into the
categorical language. Standard references include | , ]
3 “Relational Methods in Computer Science”, URL: http://ist.unibw-muenchen.de/relmics/
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1.5 Contrasting the Relational and the Categoric Approaches

Let us use the notion of direct product to illustrate the different characteristics of categoric
and relational characterisations.

In category theory, a (categorical) product of two objects A and B in a category is a
triple (P, m, p) consisting of an object P and two projections m : P — A and p : P — B,
such that

for all objects C, and

for all morphisms f:C — Aand g:C — B,

there is exactly one morphism h : C — P,

such that f = i and g = hip.

C
f 'h g
A LS P P B

This so-called universal characterisation is a “global” condition — for testing whether a
triple is a direct product, one needs to check for all objects of the category the complete
homsets between these objects as sources and A and B as targets.

In heterogeneous relation algebras (and appropriate allegories), a direct product of two
objects A and B is a triple (P, m, p) consisting of an object P and two projection relations
m: P« Aand p: P < B for which the following conditions hold | , ] (we use
I to denote identity relations, T for universal relations, M for the meet (intersection) of

relations, and  for converse):

mim=1, pip=1T, Tip=T, mr Npp =1 .

This is a perfectly “local” condition, which involves only the projection morphisms and
primitive relations, and no quantifications at all.

In addition, the relational characterisation is syntactically first-order, in that it only
involves equations, while the categorical characterisation is second-order, involving vari-
able bindings introduced by the quantifications. Therefore, relational arguments are much
more accessible both for human readers and to mechanised proof checking.

The way these semantically closely connected definitions differ in the two approaches is in

fact typical for the different characteristics of categorical and relational reasoning.
Besides the sheer power of graph rewriting with relational matching, these different

characteristics are another motivation for our relational approach to graph rewriting.
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1.6 Overview

Chapter 2 first of all introduces graph structures as a special case of many-sorted algebras.
Basic facts about subalgebra lattices are established, and it is shown how substructure
lattices of graph structures are especially well-behaved. This allows to reason about parts
of graphs (or graph structures) and many aspects of relations between such parts purely
on the lattice-theoretic level. This is a useful introduction to abstract reasoning about
graphs, and also serves as a foundation that will be useful in later chapters.

The next two chapters show how graphs fit into relation-algebraic formalisms. Chap-
ter 3 establishes that relational morphisms between many-sorted algebras in general al-
ready obey the laws of allegories — one of the simplest variants of relation-algebraic
formalisms. For graph structures, many more laws hold. As is shown in Chapter 4, ev-
ery graph-structure signature gives rise to a strict Dedekind category of graph structures
with relational morphisms. This means that apart from laws that require the existence of
complements, all the laws of heterogeneous relation algebras hold.

The focus of these Chapters 2-4 is mainly to establish the lattice, allegory, and
Dedekind category laws for the respective classes of algebras on an elementary level, and
to promote an intuitive understanding how relational reasoning carries over to the set-
ting of graph structures. The theory mostly follows from established category-theoretic
facts, namely that every graph-structure category is a topos. However, we feel that using
topos theory for explaining relational graph morphisms and also graph transformation is
overkill, and the “natural” language of topos theory is in fact not well-suited for this task.
Therefore, we do not expose the reader to topos theory at all, and rather chose to present
the relation-algebraic approach to relational graph morphisms in a self-contained, more
textbook-like manner.

In Chapter 5 we show how the arsenal of the categoric approaches to graph transformation
can be recovered with relation-algebraic means. For the double-pushout approach, we
may build on the results of Kawahara, who used a relational calculus embedded in topos
theory to formulate the gluing condition; for the single-pushout approach and for pullback
complements we are not aware of any previous results in this direction. Already this
material should amply demonstrate that the language of relations is perfectly suited for
describing graph transformations in a fully abstract way, without ever having to resort to
concepts defined on the concrete level of nodes and edges, like for example the traditional
presentations of the gluing condition.

Finally, in Chapter 6 we show how the relational context makes it straightforward to
define rewriting concepts that integrate the intuitive understandability of the double-
pushout approach with the replicative power of the pullback approach. We first show a
straightforward amalgamation of the two approaches, and then continue to modify this
concept towards allowing more general relational matchings and rule morphisms.

Some auxiliary properties of allegories and Dedekind categories have been collected in
Appendix A, while Appendix B contains the lengthier proofs for Chapter 6.
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The following graph sketches the essential dependencies between different parts of this
thesis. The bold part on the left is the main development of a fully component-free
relation-algebraic approach to rewriting. The sections in italics provide concrete and
abstract algebras and graph structures that can serve as instantiations to the abstract
approach, and that serve as motivational examples and illustrations, as documented via
the dotted arrows.

The three dashed arrows refer to the abstract relation-algebraic definitions of subobjects,
quotients and direct sums — these definitions are presented in the context of their algebraic
instantiations instead of inside sections 3.1 and 4.1, respectively.

The current investigation is aimed at computer scientists with an interest in graph trans-
formation and with a standard background in discrete mathematics, including some rela-
tional calculus. Some passages are intended to satisfy the needs of readers with a stronger
mathematical or category-theoretic background. Therefore, we strive to give self-contained
definitions before using advanced concepts, and state important properties; but for facts
that can be found in the standard literature, we only provide general links into that
literature and omit proofs and detailed attributions.
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1.7 Eddi

The graph diagram drawings in Sect. 1.2 and similar drawings throughout this thesis have
been generated using “Eddi”, a prototype editor for directed graph-structure diagrams,
that also supports relational graph-structure transformation.

It uses the library RATH | ], which provides datatypes and a framework for cate-
gories, allegories and relation algebras. This framework has been instantiated for Dedekind
categories of graph structures over unary signatures. A graphical front end allows to draw
diagrams of graph structures with relational morphisms between them in a WYSIWYG
manner, and to invoke relational operations including all the graph transformation con-
structions presented in this thesis.

More information about this tool is available from the Eddi home page:

URL: http://www.cas.mcmaster.ca/~kahl/Eddi/
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Chapter 2

Graph Structures and Their Parts

Graphs are usually presented as tuples consisting of node and edge sets, and of two total
functions from edges to nodes, assigning every edge a source and a target node. Such a
tuple can equivalently be considered as a (two-sorted) algebra over a particular signature.

In computing, we are used to consider algebras over fixed signatures as implementations
of data types with a fixed interface. Data are then elements of the carriers of these algebras.
This view is the motivation of most of the study of algebras in computer science, see e.g.
[EMS5].

However, there are also approaches that consider algebras themselves as data. A
rather general approach in this direction is that of abstract state machines, formerly called
“evolving algebras”, by | , ]

A more specialised instance is computing using graph-like structures. There are many
different graph-like structures, that all can be considered as algebras over appropriate
signatures. When looking for a precise definition what “graph-like” actually means, it
is useful to scrutinise the different signatures underlying “graph-like” structures. It then
turns out that one useful characteristic is that many of these signatures are unary, i.e.,
function symbols have only one argument. If we use this as characterisation, then graph-
like structures are unary algebras. Many well-known graph-like structures fall into this
class, among them standard graphs, and many different kinds of hypergraphs.

A category-theoretic approach to algebras was initiated by Lawvere in a pioneering
paper | |, and although we present concrete algebras in this chapter, we essentially
reflect Lawvere’s approach by generalising concrete algebras without real technical effort
to abstract algebras in Def. 3.2.1 in the next chapter.

In this chapter we study properties concerning substructures of graph-like structures.
Some properties are about individual substructures; others concern the relation between
substructures.

However, since graph-like structures can be algebras over many different signatures, we
use “nodes” and “edges” only in motivating discussions. For our definitions, we completely
rely on the lattice properties of the lattices of subalgebras of Y-algebras — these lattices
have particularly useful properties in the case of unary signatures. We employ these
properties to define concepts like discreteness and borders of subgraphs, all only using
lattice operations.

We start out by fixing some notation and notions for sets and lattices. Then we intro-
duce signatures and algebras, and present general facts about subalgebra lattices. These
are then specialised in Sect. 2.4 to the case of unary signatures, which define graph-like
structures. A short detour introduces partial algebras together with a particular concept
of partial subalgebra, and we show that the resulting subalgebra lattices are isomorphic
to those induced by a translation into unary algebras.

Pseudo-complements are well-established in lattice theory and in particular in its ap-
plications to topology; they seem, however, not to have been intensively studied in the
context of graphs and subgraphs, let alone that of general subalgebras. For this reason we

30
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present a definition of pseudo-complements that is slightly more general than usual, and
show a few basic properties in Sect. 2.6. An important fact is that pseudo-complements
can be used to formalise an abstract version of induced subgraphs.

In the discussion of subgraphs and their mutual relations, of similar importance as
pseudo-complements are their duals, which we call semi-complements.

Using semi-complements, in Sect. 2.8 we sketch how the lattice-theoretic approach to
subgraphs may already be used to produce a simple graph rewriting formalism. The —
hardly surprising — shortcomings of that approach serve as an additional motivation for
subsequent chapters.

Finally, we show how a whole range of (sub)graph properties, for example discreteness,
separable parts, and connectedness, can be defined in a component-free way in our lattice-
theoretic setting, based mostly on the definition and properties of semi-complements.

2.1 Preliminaries: Sets, Lattices

To a certain extent, our notation is oriented at that of Z | |, a mathematical nota-
tion based on a typed set theory (and designed for specification purposes). However, no
previous knowledge of Z is required; we introduce all notation we use.

Sets

If A is a set, then we introduce a meta-variable z for elements of A by writing the
declaration “x : A”. Slightly more informally, this may be understood as introducing x as
an element of A. Multiple declarations are separated by semicolons, as in “x: A; y: B”.

The notation “x € A” is understood as a formula, i.e., it is reserved for the statement
that z, which should already be introduced at that point (usually as an element of perhaps
some other set) is actually an element of A.

For set comprehensions, we use the Z pattern of “{declaration | predicate o term}”.
Here, “predicate” is a formula and “term” is an expression; both usually contain variables
introduced in the “declaration”. Such a set contains all those values of “term” that result
from variable assignments induced by “declaration” for which the “predicate” holds. For
example,

{z:N|z<4e2?}={0,1,4,9} .

The shape “{declaration e term}” is equivalent to “{declaration | 0 = 0 e term}”, and the
shape “{declaration | predicate}” should be understood as having as “term” the tuple of
all variables in the declaration, in the order of the declaration, for example:

{y,z:N|z<y<d—z}={y,z:N|jz<y<d—ze(y,x)} ={(1,0),(2,0),(3,0),(2,1)}

The empty set is denoted “0)”.

A relation from a set A to another set B is a subset of the Cartesian product of A
and B, that is, R is a relation from A to B iff R C A x B, or, equivalently, R € P(A x B),
where P(X') denotes the powerset of set X. The Z notation introduces the abbreviation
A — B for P(A x B); so we may introduce relations by writing R : A < B.

From the next chapter on, we shall use more abstract concepts of relations and func-
tions, but in the present chapter we stick with this concrete view.
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In particular, a function (or partial function) is a univalent relation, where R : A < B
is univalent iff

Va: A;bi,ba s B[ {(a,b1),(a,b2)} S R e by =by .

(Quantified formulae follow the same pattern as set comprehensions, just with a body
formula instead of a body term.)

The set of partial functions from A to B is abbreviated A + B, and that of total
functions, also called mappings, A — B (a relation R : A < B is total iff for every element
a: A there is a b : B such that (a,b) € R).

So elements of functions are pairs — it is a wide-spread convention to use special
notation for pairs in this context: “a — b” is considered as equivalent to “(a,b)”.

A family of mathematical objects X; indexed over indices i taken from some index
set Z is written “(X;);z” — mathematically, this is just a function X that might more
correctly be defined via either a set comprehension or a A-abstraction:

X={i:ZTei—X;}=Xi:TeX,

The “family” notion and notation are however so widespread in the mathematical literature
that we also apply them where usual.

The set of finite sequences of elements from A is denoted A*. The sequence having
the elements z1,...,z, in that order is written (z1,...,x,). If s is a sequence, we write
s; for the i-th element of s.

Lattices

An ordered set (A, <) is a set A together with a relation <, which has to be an ordering
relation, i.e., it is

e reflexive: z < x for all z : A,
e transitive: for all z,y,z: A, if x <y and y < z, then z < 2, and
e antisymmetric: for all z,y: A, if x <y and y < z, then z = y.

In an ordered set (A, <), an upper bound of a subset X C A is an element u : A such that
r < uforall x: X, and a lower bound of X is an element [ : A such that | < x for all
rz:X.

A greatest element of a subset X C A is an element of that subset X that is also an
upper bound of X, and a least element of X is an element of X that is also a lower bound
of X. Greatest and least elements are uniquely determined if they exist.

The least upper bound of a subset X C A is the least element of the set of upper
bounds of X, and the greatest lower bound of X is the greatest element of the set of lower
bounds of X. If they exist, we write \/ X’ for the least upper bound of X', and A X for the
greatest lower bound of X.

A lower semi-lattice is an ordered set (£, <) where every finite non-empty set has a greatest
lower bound. Greatest lower bounds are called meets, and the meet of the set {x,y} is
denoted x Ay (existence of all binary meets is indeed sufficient for the existence of all finite
non-empty meets). The binary meet operator A is
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e idempotent: x A x = x,
e commutative: x Ay =y Az, and
e associative: x A (YA z) = (x Ay) A z.

We call a lower semi-lattice complete if every subset X of £ has a meet A\ X. The meet of
the empty set, if it exists, is the greatest element of the whole semi-lattice, written T ..

An upper semi-lattice is an ordered set (£, <) where every finite non-empty set has a
least upper bound. Least upper bounds are called joins, and the join of {z,y} is denoted
xVy (existence of all binary joins is indeed sufficient for the existence of all finite non-empty
joins). The binary join operator V is

e idempotent: z Vx = x,
e commutative: x Vy =y V z, and
e associative: xV (yVz)=(zVy)Vz.

We call an upper semi-lattice complete if every subset X’ of £ has a join \/ X. The join of
the empty set, if it exists, is the least element of the whole semi-lattice, written 1 ..

A lattice is a lower semi-lattice that is also an upper semi-lattice. In a lattice, in addition
to the idempotence, commutativity, and associativity laws listed above, also the following
absorption laws hold:

zA(xVy) = =z,

xV(xAy) =

The ordering can be regained from the binary operations:
TANYy=2x =4 <y =4 tVy=uy .

The duality principle states that for every concept or law about all lattices, there is a dual
concept or law which is obtained by consistently exchanging > for <, and vice versa, and
consequently also exchanging joins for meets and vice versa.

A complete lattice is a lattice in which all joins exist; this implies that all meets exist
(and vice versa).

A distributive lattice is a lattice where the following (equivalent) distributive laws hold:

xAyVvz) = (xAy)V(xAz)
xV(yNz) = (xVy A(zVz)

A lattice is called completely upwards-distributive iff existence of the joins in the following
equality is equivalent, and the equality holds where the joins exist:

x/\\/y:\/{y;y.:my} .

Dually, a lattice is called completely downwards-distributive iff

m\//\y:/\{y:yom\/y}.
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A lattice is completely distributive iff it is both completely upwards-distributive and com-
pletely downwards-distributive.

In the literature, completely upwards-distributive complete lattices are considered
under many different names, for example frames, locales, Brouwerian lattices, or Heyt-
ing algebras (for careful distinctions, see for example [ ]). Completely downwards-
distributive lattices, however, are rarely mentioned, which may be related with the fact
that the open-set lattices of topologies, which have been motivating examples for much of
the research in this direction, are usually not completely downwards-distributive.

The concept of algebraic lattice will only be mentioned; an algebraic lattice is a complete
lattice where every element is the join of compact elements; an element c¢ is compact iff
whenever ¢ < \/ X for some set of elements X, then ¢ < \/ &} for some finite subset
X1 € X. (A similar definition defines compact elements in cpos and algebraic cpos in
domain theory.)

What is more important for us than this definition is that distributive algebraic lattices
are completely upwards-distributive.

A lattice element x : £ is called join-irreducible iff x = y V z implies x = y or = = z.

In a lattice with least element L, an atom is an element a : £ such that a # 1 and for
all x : £ we have that x < a implies z = 1.

A lattice is called atomic iff for every element x : £ with x # L there is an atom a : £
with a < z.

More information about lattices may be found for example in [ ]

2.2 Signatures

Signatures define the interface of abstract data types, or algebras. Signatures contain
the names of the visible types of data, called “sorts”, and the names of the available
operations, called “function symbols” or “operators”, and for these names, additional
information regarding their arities, which sorts are expected to provide the arguments,
and the sort of the result.

Definition 2.2.1 0 A signature is a tuple (S, F,src, trg) consisting of
e aset S of sorts,
e a set F of function symbols,

e a mapping src : F — S* associating with every function symbol the list of its source

sorts, and
e a mapping trg : F — § associating with every function symbol its target sort. O
For a function symbol f : F, instead of the rather verbose “src(f) = (s1,...,s,) and

trg(f) = t” we usually employ the shorthand “f : 53 X -+ x s, — t”.

For a function symbol f : F, the length of the list src(f) is called the arity of f.

A function symbol ¢ : F with arity zero is called a constant symbol, and we write ¢ : ¢
if trg(c) = t.

A function symbol with arity one is called unary; one with arity two binary, and so
on. A signature is called unary if all its function symbols are unary. In a context where
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a signature is known to be unary, we usually let src have just a sort as its result, instead
of a singleton list of sorts.

We present signatures in a special notation; a first example for this is a (unary) sig-
nature that will be used very frequently, namely that for graphs; it has two sorts, V for
vertices (or nodes), and € for edges, and two unary function symbols for source and target
vertices of edges:

sigGraph := sig begin
sorts: V, &
ops: s:&—V
t:€—-V

sig end

A signature that is very important for mathematicians is that for groups. It is usually con-
sidered having only one sort, and three operators of different arities: the unit as constant,
inverse as unary operator, and multiplication as binary operator.

sigGroup := sig begin
sorts: G
ops: e: G
inv:g —g
x:GxG—@g

sig end

For lattices, we present two different signatures: one with only one sort, and the usual
binary operations, and another one with an additional sort for sets of elements, and join
and meet as unary operations on these sets:

siglLat := sig begin sigClLat := sig begin
sorts: L sorts: L,S
ops: AN:LXL—L ops: N:S—L
ViLxL—L V:S§—=L
sig end sing: L— S
U:Sx8§—-38
sig end

One kind of directed hypergraphs is built upon the following signature containing sepa-
rate sorts for vertices, hyperedges, source and target tentacles, and function symbols to
associate with every tentacle the hyperedge it starts from, and the vertex it reaches out
to:
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sigDHG := sig begin
sorts: V, &, 8,7
ops: Vg:S8—YV
Eg:S8—¢&
Vip: T =Y
Er:T—F

sig end

For use in examples, we introduce further signatures:

sigl.oop := sig begin sigBl := sig begin
sorts: N sorts: N
ops: n: N =N ops: [N XN =N
sig end sig end
sigTwoSets := sig begin sigCl := sig begin
sorts: P, Q sorts: N
ops: ops: ¢c: N
sig end sig end

Every signature can be seen as a directed hypergraph, where sorts are vertices and every
function symbol f : sy x - x s, — t is a hyperedge, with source node sequence s1, ..., Sy,
and target node t.

See here hypergraph presentations of sigGroup and sigCLat:

v

Constants are hyperedges with no source nodes and just one target node — such hyper-
edges are sometimes called “loops”, but since the word “loop” is also used for simple edges
with the same node as source and target, we avoid using this term here.

Unary operators are conventional edges with exactly one source and one target, and
therefore do not need “creative” graphical hyperedge treatment.

It is important to note that a unary signature simply is a directed graph.

2.3 Algebras and Subalgebras

An algebra over a signature is an interpretation of the syntactic material provided in that
signature in appropriate semantic domains. In the simplest case, semantic objects are
drawn from the realm of sets and functions between sets, and this is the standard concept
of many-sorted algebras that we introduce in the following definition. However, the same
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mechanism of interpretation also works on more abstract domains, as we shall see in the
next chapter.

Definition 2.3.1 Given a signature ¥ = (S, F,src,trg), a X-algebra A consists of the
following items:

e a sort-indexed family (S’A)S;S of carrier sets, i.e., for every sort s : S, a set s, and

e for every function symbol f : F with f: sy X --- X s, — t a total function f# from
the Cartesian product s x --- x s;* of the source sort carriers to t, the target sort
carrier. O

We extend the interpretation of sorts to sequences of sorts: If A is a Y-algebra and s : S*

with s = (s1,...,$,) is a sequence of sorts, then we define
sA::s“f‘x-~><sﬁ .

Therefore, for every function symbol f : F, its interpretation in A is a total function in
(src )4 — (trg ).

An important difference between our definition of an algebra and those usually found
in text books is that we allow empty carrier sets. As we shall see, this is not only useful,
but even necessary for obtaining a nice theoretical framework.

Most examples shall be graphs; and the Y-algebra view on graphs is perfectly equivalent
to the view that a graph is a quadruple consisting of vertex set, edge set, source mapping,
and target mapping:

Definition 2.3.2 A graph is a sigGraph-algebra. O

Many examples already have been seen in the introduction, so we here only show the graph
underlying the signature sigGraph, once with names attached to its nodes and edges, and
once as a “pure” graph:

V@E d<>o

Definition 2.3.3 4 Given a signature ¥ = (S, F,src, trg) and two Y-algebras A and
B, we say that A is a subalgebra of B, written A < B, iff

e for every sort s : S, inclusion holds between the carriers: s* C 8, and
e for every function symbol f : F, inclusion holds between its interpretations: f4 C f5.

The set of all subalgebras of B is denoted by Bx. O

It is obvious that < is an ordering — the ordering properties are inherited from those
of set inclusion C.

If we know that A is a subalgebra of B, then we need to know only the carriers of A
in order to be able to derive its operations — for a function symbol f:s; X -+ X s, — t,
its interpretation in A has to be precisely the restriction of % to 3“14 X e X sﬁ, since fB
is univalent and therefore this restriction is the only possibility for f# to be total:
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Lemma 2.3.4 Given a signature ¥ = (S, F,src,trg) and a X-Algebra B and a sort-
indexed family (s),.s where for every s : S we have s C s, there is at most one
Y-algebra A with (s),.s as carriers. O

This allows us to specify subalgebras of a given algebra by just specifying their carriers.

It is well-known that the restriction of this ordering to the subalgebras of a given algebra 7
is an algebraic lattice ordering. The carriers of greatest lower bounds arise as intersection
of the respective carriers:

Theorem 2.3.5 Let a signature ¥ = (S, F, src, trg), a X-algebra 7, and a subset A of 74
be given. Then A has a greatest lower bound /\4771& with respect to < in 7.
If A is empty, then 7T itself is the greatest lower bound of A, otherwise, the carriers of

NgrAare (({A:Ae ) s:s.

Proof: For empty A, the statement is obvious. For non-empty A, we define a structure
B as follows:

e the carriers of B are ((N{A: A e s}),.s, and

e for every function symbol f : F, the interpretation is the intersection of the corre-
sponding interpretations:

FP=HA:Ae 4.

We have to show that B is a well-defined >-Algebra: Consider a function symbol f : F with
frsixoxs, =t If(x1,...,2,) € 8 x---xsB then (21,...,2,) € s{' x---x s for all
A A. Since all A : A are subalgebras of 7, there is a  : t7 such that y = f7 (x1,...,x,).
This implies that for all A : A we have first y = fA(z1,...,2,) and therefore also y € t4.
This implies that 3 € 5, so fB is total and well-defined — note that this argument is also
valid for constants, i.e., for n = 0. Since univalence is obvious from the definition, B is
well-defined.

By construction, B is furthermore a subalgebra of every element of A, so it is a lower
bound of A. Since its components are greatest lower bounds, this also applies to BB, which

is therefore equal to A4 7 A. O

This theorem tells us that (7%, <) is a complete lower semi-lattice. For binary meet of
subalgebras A and B of 7 we write “A Az, B”, and where 7 is obvious from the context,
simply “A A B”.

It is well-known that in every complete lower semi-lattice, arbitrary least upper bounds
exist, too. Assuming a set A of subalgebras of 7, the least upper bound (or join) \/4 T Ais
simply the greatest lower bound of the set containing those subalgebras of 7 that contain
all elements of A. (We correspondingly use “A V7, B” resp. “AV B” for binary joins.)

In addition to the existence of joins, the above theorem then also guarantees that all
general lattice laws hold.

It is obvious that the above definition of joins is not so useful in the computational context
— a direct definition corresponding to that of meets would be more desirable. However,
the analogous definition via component-wise joins is in general not correct, as we show
with a simple example: Let us define the following sigBl-algebra 7s:
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e N3 =1{0,1,2}
(0,0)— 0, (1,0)—2, (2,0)—1
e =1 (0,1)-2, (1,1)—1, (2,1)—0
(0,2)—1, (1,2)—0, (2,2)—2

Now consider the two subalgebras A and B defined as follows:
e NA={0} and VB = {1};
o A =1{(0,0)— 0} and f& = {(1,1) — 1}.

Obviously, the carrier of their join will include both 0 and 1, but since f73(0,1) = 2, the
carrier also needs to contain 2, and it thus turns out that AV B = 73.

A different effect may be observed for empty joins: consider the sigCl-algebra 77 defined
as follows:

.NTIZ{OL
o ¢ =0.

Obviously, 7; is its only subalgebra, so \/g 7, 0 = 71, i.e., the empty join has a non-empty
carrier.

The construction of joins is, in fact, a special case of the well-known closure of carrier
set families under the operations of the algebra. This closure of a family of carriers
X = (5Y)s.s, in the universal algebra literature often written “Sg(X)” for “subuniverse
generated by X7, may be defined descriptively as the least family of carriers which defines
a subalgebra of 7 and at the same time contains X'. (For two X-algebras or ¥-families of
carriers X and ) we write X C ) to mean that s¥ C s¥ for all sorts s : S.)

However, this closure may also be approximated systematically, and in finite cases
generated:

Theorem 2.3.6 [—43, 88, 93] Let a signature ¥ = (S, F,src,trg) and a X-algebra 7 be
given. Let the subalgebra closure wrt. T, denoted SACs be the closure operator defined
as follows: for every family of carriers X = (sV)gs with X C 7 define the Y-algebra
SAC7(X) as follows:

SACT(X) := /\M{A TL | X CA)Y .
Then the carrier family of this closure may also be obtained via joins in the following way:
(Jtn : N e (77(X)s}sis

where 7 maps a X-family of carriers X = (s%),.5 to another X-family of carriers 7(X),
defined (slightly informally) as follows (where #s is the length of sequence s):

T(X) = (A U{s: 8% frsix o Xsps =t w18t aps i sl [T (21,0 w0 Dies
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Proof: Let Y be the family of carriers of SAC7(X). Since X C Y and Y is the carrier
family of a -algebra (as subalgebra of 7'), it is easy to see that for all n : N the inclusion
(X)) C Y implies 771 (X) C Y, so by induction we have

(U{n ‘Ne (Tn(X))S})S:S cy.

Obviously, we also have X C 7"(X) for all n : N, so

2 (Utn s N o (7(2)), s

By definition, (|J{n : N e (7"(X))s})s.s also defines a subalgebra of 7', so the stated
equality holds because ) defines the least subalgebra containing X. O

This immediately provides us with the means to calculate joins and least elements in a
subalgebra lattice:

Theorem 2.3.7 Let a signature ¥ = (S, F,src,trg) and a X-algebra 7 be given. If A is
a subset of 7%, then

\/<,TA =SACT(((J{A: A o s™})ss) -

For two subalgebras A and B of 7, their binary join AV B therefore is SAC7((sAUs5),.s).
The least element in 75 is \/ L 7 0 = SACT((0)s.s) - O

It is also well-known that for every algebraic lattice £ there is a (one-sorted) algebra the
subalgebra lattice of which is isomorphic to £. This implies that we cannot expect more
properties to hold in general in subalgebra lattices, in particular not distributivity, for
which the algebra 73 of page 38 already is a counterexample: Its subalgebra lattice is
isomorphic to the lattice M5 which is a sublattice precisely of all non-distributive modular
lattices. We indicate subalgebras by their carriers:

{0,1,2}

T

{0} {1} {2}

{

The situation changes, however, when we turn to restricted classes of algebras. For our
purposes, the most interesting restriction is that to unary algebras — note that all the
strange effects exhibited in the examples of this section were due either to the presence of
constants, or to the presence of (at least) binary operators.
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2.4 Subalgebras in Graph Structures

We have seen that graphs can be considered as sigGraph-algebras. One of the special
properties of the signature sigGraph is that it is unary, that is, it contains only unary
operators. Y-algebras over unary signatures are also called unary algebras.

Since unary algebras share so many properties with graphs, they are also given a special
name to reflect this:

Definition 2.4.1 A graph structure is a X-algebra over a unary signature. O

However, we shall not strictly stick to using this name, but also use the name “unary
algebra”, depending mostly on the context.
In unary algebras, joins do not need application of the subalgebra closure:

Theorem 2.4.2 (31 If 7 is a Y-algebra over a unary signature ¥ = (S, F, src, trg) and
A is a set of subalgebras of 7, then the join over A has the carrier family

(U{A A e st s

Proof: We have to show closedness of the carriers under the operations. Consider a
function symbol f : s — t. For every x : [J{A: A e s}, there is at least one A : A with
x € sA. Therefore, f7(z) = fA(z) € t4, and thus also f7(z) € J{A : A e t4}. This
shows that the union of the carriers is already closed under f7, and thus under all unary
operations. OJ

Since in unary algebras both joins and meets are defined component-wise via set joins and
meets, the properties of set joins and meets propagate to subalgebras and we have:

Theorem 2.4.3 If 7 is a Y-algebra over a unary signature X, then the subalgebra order-
ing on 7 is a completely distributive lattice. 0

In fact, just as all algebraic lattices can be obtained as subalgebra lattices, there is a well-
defined subclass of algebraic lattices that can be obtained as subalgebra lattices of unary
algebras, as has been shown by Johnson and Seifert | ] (see also | , Theorem
3.8.9]):

Theorem 2.4.4 For a non-trivial algebraic lattice £ there exists a unary algebra 4 such
that £ is isomorphic to the subalgebra lattice of A if and only if the following conditions
are satisfied:

e [ is distributive.
e Every element of £ is the join of join-irreducible elements.

e FEach join-irreducible element of £ contains only countably many join-irreducible
elements. O
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For examples of subgraph lattices, let us consider a graph with two nodes, one edge
connecting them, and one loop, and a two-edge cycle:

Both of these graphs have four items, so the lattice of subsets of these graph items has
sixteen elements. Their subgraph lattices, however, only have eight resp. seven elements.
The largest subgraph lattice for a graph with two nodes and two edges has ten elements;
that graph has two loops attached to the same node.

There are 31 different directed graphs with three nodes and three edges'. However,
the direction of the edges is irrelevant for the structure of the subgraph lattice. Therefore
these reduce to 14 different undirected graphs with three nodes and three edges. Among
these, the three-edge cycle has the smallest subgraph lattice with only 18 elements; this
lattice is in fact isomorphic to the free distributive lattice over three generators.

1

The largest subgraph lattice among the graphs with three nodes and three edges has
36 elements and results from the graph with two isolated vertices and three loops attached
to one vertex. Moving one of these loops to another vertex brings the lattice size down to
30; unwinding it instead brings it down to 28. The remaining ten graphs have subgraph
lattice sizes between 19 and 27 (without 20 and 23).

For the 197 different directed graphs with four vertices and four edges, at the top we
have 136 and 108, most graphs have 50 to 70 subgraphs, and those which are directed
variants of an undirected four-edge cycle have just 47.

All subgraph lattices are atomic, and single vertices are the atoms.

However, not all unary subalgebra lattices are atomic. A simple counterexample is the
sigloop-algebra with the set of natural numbers as carrier and the successor function as
operation: the subalgebra lattice is the linear ordering of upwards-closed subsets of N; it
is an infinite downward chain with the empty set as least element, but no atom.

The source of the problem is the cycle in the signature:

Proposition 2.4.5 If ¥ is acyclic, then the subalgebra lattices of all ¥-algebras are atom-
icatomic lattice. O

! All the numbers presented here are computer-generated results.



2.4. Subalgebras in Graph Structures 43

In some contexts it is important to find the greatest subalgebra inside a given family of
carriers, if that exists. In the presence of binary operators, this is not always the case; for
an example consider 73 of page 38 and the carrier {0,1}. In unary Y-algebras, however,
such a greatest subalgebra always exists and is the result of an operator with a definition
dual to that of the subalgebra closure operator SACt; at the same time, it is also the
result of a fixpoint iteration dual to that of Theorem 2.3.6.

Theorem 2.4.6 (3] Let a unary X-algebra 7 be given. Let the subalgebra kernel
wrt. T, denoted SAKy be the operator defined as follows: for every family of carriers
X = (5Y)s.s with X C T, define the S-algebra SAK(X)

SAKr(X):=\/ {A:Tg[AC X} .

477-

The carrier family of this kernel may also be obtained via meets in the following way:
((n: N e (7(X))})ss

where 7 maps a Y-family of carriers X = (s%).s to another Y-family of carriers 7(X)
defined as follows:

T(X):({m:s)q(Vt:S;f:f]f:s—>tofT(x)etX)})s;S

Proof: Let A :={A:74[ACX}. Then /A € A since with Theorem 2.4.2 we have
for every sort s: S:

(Vord)s = U{A:A e st
= U{A:A|(Vt:SetACtY)esA) C U{A:A|sAC s o st} C sY

Let Y be the carrier family of SAK7(X). Since Y C X and ) is the carrier family of a
Y-algebra (as subalgebra of 7), it is easy to see that for all n : N the inclusion Y C 7"(X)
implies ) C 7"T1(X), so by induction we have

Yy C (ﬂ{n :Ne (Tn(X))S})SkS .

Obviously, we also have 7™"(X) C X for all n: N; so

(N o (7"(X))s})ss € X .

By definition, ((\{n : N e (7™(X))s})s.s also defines a subalgebra of 7, so the stated
equality holds because ) is the carrier family of the greatest subalgebra contained in X'.[]

This fixpoint iteration also can be adapted to the case of arbitrary signatures; it then
produces the intersection of all maximal algebras among those contained in X. This
generalised operation is not a kernel operator anymore since it is not monotonic: In the
73 example above, it contains the mappings {0,1} — {} and {0} — {0}.
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2.5 Partial Algebras and Weak Partial Subalgebras
For an introduction to partial algebras see | | or | , Chapt. 2].

Definition 2.5.1 Given a signature ¥ = (S, F,src, trg), a partial ¥X-algebra A consists of
the following items:

e a sort-indexed family (SA)&S of carrier sets, i.e., for every sort s : S, a set s, and

e for every function symbol f : F with f : sy x --- x 5, — t a (partial) function fA
from the Cartesian product 5“14 X oo X sﬁ of the source sort carriers to ¢, the target
sort carrier. O

There are different subalgebra concepts for partial algebras. The natural generalisation
of the subalgebra concept as usually formulated demands that operations of the subalge-
bra are defined for all arguments from the subalgebra’s carriers where the operations of
the super-algebra are defined. Such subalgebras are sometimes just called subalgebras,
sometimes “closed subalgebras”, for example in [ |. For this subalgebra concept,
carriers of subalgebras still have to be closed, joins need to employ this closure, and the
subalgebra lattices are arbitrary algebraic lattices (so need not be distributive).

An only slightly laxer concept is that of “relative subalgebras”, where operations in
the subalgebra need only be defined where the image of the super-algebra operation lies
in the target carrier of the subalgebra.

The natural generalisation of our definition 2.3.3 of subalgebras, however, gives rise
to a different subalgebra concept, which is called “weak subalgebra” already by Gratzer
[ |; here, operations in subalgebras are never forced to be defined:

Definition 2.5.2 Given two partial >-algebras A and 7, we say that A is a weak partial
subalgebra of T, written A < 7T, iff

e for every sort s : S, inclusion holds between the carriers: s C s7, and
e for every function symbol f : F, inclusion holds between its interpretations: f4 C f7.

The set of all subalgebras of 7 is denoted by 7. O

The absence of the totality condition results in component-wise definitions of meets and
joins:

Theorem 2.5.3 If 7 is a partial X-algebra and A is a set of weak partial subalgebras of
7, then the greatest lower bound A «<.7 A and the least upper bound V<7 Aof Ain the
ordering (7«, <) exist. If A is empty, then A\ A = 7. Meets for non-empty A and
arbitrary joins are defined component-wise:

L = AcrA s£ = N{A:Aesh feo= N{AA e f4
U = VorA M= U{A: A e st o= UfA: A e i

Proof: It is sufficient to show well-definedness, since the extremal properties follow from
the extremal properties of the set operations.

For empty meets, the statement is obvious; otherwise, we need to show two items for
well-definedness:



2.5. Partial Algebras and Weak Partial Subalgebras 45

e closedness under the operations: if (z1,...,2,) € sf X oo X 35, then

FE(ar,an) € (A Ao th) =15
and in the same way for joins.

e univalence: since

f£o= A Ae A CN{A:Ae [T} C 7 and
o= UfA:Ae fAY C UfA:Ae [T} C T,
and since f7 is univalent, f~ and fY are univalent, too. O

Therefore, the properties of meets and joins on sets carry over to meets and joins wrt. <
on partial algebras, and it follows that (7, <) is a completely distributive lattice.

This analogy to the situation with total unary algebras is not by chance: there is a
translation. The idea of this translation is to turn a partial algebra into a special kind
of hypergraph. FElements of the carriers are considered as nodes, and elements of the
interpretations of the operations — these elements are tuples of carrier elements — are
considered as hyperedges. Therefore, both sorts and function symbols are sorts of the
translation, and every operation of the translation associates targets with a specific kind
of tentacles of a specific kind of hyperedge. These careful distinctions are necessary in
order to obtain total unary algebras. Another possible translation would only provide one
projection for every source index, and these projections would then be partial operations,
defined only on hyperedges with at least that many source tentacles.
First we define the signature translation:

Definition 2.5.4 For every signature ¥ = (S, F,src,trg), we define a unary signature
PtoU(X) = (8, F/,src, trg') in the following way:

e S'=8S+F
o Flo= {f:F;s:8%t:Spic{l,... np [ fisix X8, —term, )

!
U {f:]-";s:S*;t:S|f:31><---><sn—>topf}
o src’(wfﬂ.) = f and trg’(wfﬂ. = (src(f)):
o src(p,) = f and trg/(p,) = trg(f) O

The translation of partial algebras then is completely straightforward. Perhaps even sur-
prisingly so: Function symbols are sorts in the translated signature, so have to be inter-
preted as carrier sets; and the interpretations we assign to them are the original interpre-
tations as partial functions — this relies on the fact that every function is a set (more
specifically, a subset of a Cartesian product).

Definition 2.5.5 For every partial ¥-algebra A, we define a total unary PtoU(X)-algebra
U4 in the following way:

e for every s: S, we let s¥4 = g4
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e for every f:F with f:s X - x s, — ¢, we let the carrier for the sort f be the set
of all tuples in the interpretation of f as an operation of A:

o= A= st syt () ) € F e (@1 ), )}
e for every f:F with f:s1 x - x5, —t, we let the interpretations of w.,,..., 7,
and Py be the corresponding projections:
W%f((l‘l,...,xn),y):{ﬂi pJZ:{A((xlv"-axn)vy>:y O
Well-definedness is obvious.

This translation function U is obviously injective; it is even bijective, and furthermore
an order-isomorphism, as is easily verified, so we have the following important result:

Theorem 2.5.6 For every partial X-algebra A, the weak subalgebra lattice (A«, <) is
isomorphic to the subalgebra lattice ((Ua)<, <). O

Therefore, all the machinery for unary total algebras can easily be made available to partial
algebras via this translation. This is particularly interesting for applications to abstract
state machines (ASMs, evolving algebras) | , ]

2.6 Pseudo-Complements

Recall that in completely upwards-distributive lattices finite meets distribute over arbi-
trary joins. This implies that they may also be seen as complete Heyting algebras, i.e.,
in completely upwards-distributive lattices the operation “—” defined in the following is
total:

Definition 2.6.1 ¢ In every lattice (£, <), given two elements B and A, the relative
pseudo-complement of A wrt. B is denoted as A — B and defined in the following way:

X<A—-B & XNALB

A lattice where all relative pseudo-complements exist is called pseudo-complemented.
If £ has a least element, then the (absolute) pseudo-complement of A is defined to be
A7 =A— 1. O

In the logical view of Heyting algebras, the “relative pseudo-complement” is also called
“implication”.

Among subgraphs of a whole graph T, the pseudo-complement of a subgraph A con-
tains all those items of T, that are not adjacent to items of A. In the following example,
we have P = A™:

From the shape of the property it follows immediately that the relative pseudo-comple-
ment, if it exists, is uniquely determined:
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Lemma 2.6.2 0 If, in an arbitrary lattice (£, <), for two elements A, B : L a relative
pseudo-complement of A wrt. B exists, then it is uniquely determined.

Proof: Assume that P and P’ are both relative pseudo-complement of A wrt. B. Then
P<P & PANALB & PP

and in the same way P’ < P, so we have P’ = P. O

The definition of pseudo-complements defines A — B as the largest element X : L
such that X A A < B, if such a largest element exists; it is well-known that this may be
then be obtained via a join:

Lemma 2.6.3 If, in an arbitrary lattice (£, <), for two elements A, B : L the join
P:=\/{X:L|XANA<B}
exists and P A A < B holds, then P = A — B.

Proof: Assuming X < P, we have, according to the assumption, ANX < AAP B .
On the other hand, assuming X A A < B we obtain

X<XV\{X:LI|XNASB}=\/[{X:L|XANALKB}=P,

so P fulfils the defining property for the relative pseudo-complement of A wrt. B. O

As an example that even in the absence of distributivity there may be pseudo-comple-
ments, we define a sigBl-algebra 7g:

e N1 =10,1,2,3}

(0,0)—0, (1,0)—1, (2,0)—2, (3,0)—3
o fTi— (0,1)—1, (1,1)—1, (2,1)—0, (3,1)—0
) (0,22, (1,2)—3, (2,2)—2, (3,2)—0

(

0,3)—3, (1,3)=2, (2,3)—1, (3,3)—3

The subalgebra lattice of 74 is not distributive. Nevertheless, the subalgebras {0}, {0, 2},
and {0,3} have {1} as their pseudo-complement, and {0,1} has the empty subalgebra
1 as its pseudo-complement. | and T are complements of each other; only {1} has no
pseudo-complement.

{0,1,2,3}

{0,1} {0,2} 10,3}

/

{1}/ \ {0}
\{}/



48 2. Graph Structures and Their Parts

Lemma 2.6.4 (50 If, in a completely upwards-distributive lattice, for two elements
A, B : L the join P:=\/{X : L | X AN A < B} exists, then PA A < B.

Proof: We can show this property directly:

PhNA = (V{X:L|XANASB}HAA
= V{(X:L|XANA<BeXAA} completely upwards-distributive
< V{X:L|XNA<BeB} <B O

These two lemmata together ensure existence of pseudo-complements in particular in sub-
algebra lattices for unary algebras:

Theorem 2.6.5 0  In a completely upwards-distributive complete lattice, for every
two elements A, B : L the relative pseudo-complement exists and obeys the following
equality:

A-B=\/{X:L|XANAL<B}. 0

Remember that an element C'is a complement of an element A iff CAA = 1 and CVA = V;
a lattice where every element has a complement is called a Boolean lattice. In Boolean
lattices, the complement of an element A is written A, and we have A — B = AV B.

In general, the pseudo-complement coincides with the complement where the latter
exists:

Lemma 2.6.6 35, 58] If A has a complement C' in a distributive bounded lattice
(L£,<,T,1), then C also is the pseudo-complement of A.

Proof: The proof is a slight variant of the proof of uniqueness of complements: Assuming
X < C, the complement properties immediately give us X NAASCAA=1 .
On the other hand, whenever X A A < |, then lattice distributivity gives us:

X=XANT=XACVA)=(XANC)V(XNA)=(XANC)VL=(XAC),
and this implies X < C. Therefore, C' is the pseudo-complement of A. O

It turns out that the pseudo-complement, applied twice, give rise to a very useful closure
operator, which on graphs corresponds to the concept of “induced graph”. For any given
subgraph A of a graph 7', the induced graph is the graph containing precisely the vertices
of A and precisely those edges of T' that are incident only with vertices of A.

How can we arrive at an algebraic characterisation of the induced subgraph? Obviously,
it is the maximal subgraph of 7' that does not contain any vertices outside A. And it not
only contains no vertices outside A, it also cannot contain any edges incident only with
those vertices. Therefore it is safe to say that the subgraph induced by A is the maximal
subgraph that does not contain any items of the pseudo-complement of A. In other words,
the subgraph induced by A is the pseudo-complement of the pseudo-complement of A:
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Definition 2.6.7 In a lattice (£, <) with least element L, the element
Induced(A) := (A7),
if it exists, is called the element induced by A. O

In the following drawing, we have P = A™ and B = P~ = Induced(A):

Since in a pseudo-complemented lattice we always have A7 = A~, every pseudo-
complement is induced by itself.

In a pseudo-complemented lattice, elements that are pseudo-complements of other
elements are called skeletal elements by Grétzer | , p. 112], and the skeleton of a
lattice is the set of all skeletal elements. We shall, however, employ the name “regular”,
which is frequently used in the contexts of Heyting algebras and topologies. We also let
our definition be applicable to arbitrary lattices:

Definition 2.6.8 s3] In a lattice (£, <), an element R : L is called reqular iff R~
exists and is equal to R. O

It is well-known that for every pseudo-complemented lattice the regular elements form
a Boolean lattice?, which is, however, not a sublattice: In that lattice of regular ele-
ments, the union of two elements A and B may be calculated via the pseudo-complement
as (A” A B7)"; this works even for pseudo-complemented semi-lattices. In lattices, one
may alternatively apply the closure operator of double pseudo-complementation to obtain
Induced(A V B). This can be seen nicely in graphs:

Here we have C' = Induced(A V B); of the three edges that C' has more than AV B, only
one is contained in Induced(A) V Induced(B).

Lemma 2.6.9 (128 130] If the relative pseudo-complement exists, then B < A — B.

Proof: With the definition of relative pseudo-complements, B < A — B< AAB < B.[J

2see e.g. | , Theorem 1.6.4]
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2.7 Semi-Complements

Since join-completeness of a lattice also implies meet-completeness, one may be tempted
to ask for a dual Heyting algebra.

Although it is well-known that complete downwards-distributivity does not follow from
complete upwards-distributivity, we have seen that subalgebra lattices for graph structures
are not only completely upwards-distributive, but also completely downwards-distributive
complete lattices.

Therefore, in the subalgebra lattices of graph structures, the dual to the relative
pseudo-complement is defined, too. Nevertheless we first introduce it as a partial op-
eration in arbitrary lattices, just like the pseudo-complement. Names proposed in the
literature for this “dual pseudo-complement” include “co-implication” | ] (for co-
Heyting algebras), and “supplement” | |; it also occurs as operator “—” in [ ,
Ex. 4.30]. Since the lattice-theoretic aspects of complementation are closer to our consider-
ations than logical aspects, we shall not use the otherwise elegant name “co-implication”.
We decide to use “semi-complement”, since here, “complement” may be understood on
the one hand as the lattice-theoretical terminus technicus, so that semi-complements only
share half of the properties of proper complements (while pseudo-complements share the
other half), and on the other hand also in the more literal sense as “filling up together”
— semi-complements do this, while pseudo-complements don’t:

Definition 2.7.1 7 In every lattice (£, <), given two elements T, A : L, the relative
semi-complement of A wrt. T is denoted as T' . A and defined in the following way:

TNWALX & T<XVA forall X : L.

A lattice where all relative semi-complements exist is called semi-complemented.
If £ has a greatest element T, then the (absolute) semi-complement of A is defined as
A~ =T N A O

We collect the dualisations of Lemmata 2.6.2 to 2.6.4 and Theorem 2.6.5 together into a
single lemma:

Lemma 2.7.2 51 Let an arbitrary lattice (£, <) and two elements A, T : £ be given.

(i) If a relative semi-complement of A wrt. T exists, then it is uniquely determined, and
TNALT.

(i1) If the meet S := A{X : L | T < X V A} exists and T" < SV A holds, then this meet

is the relative semi-complement of A wrt. T, i.e., S =T \ A.

(iii) If the lattice (L£,<) is completely downwards-distributive, and if the meet
S:=NX:L]|T <XV A} exists, then T'< SV A.

(iv) If (£,<) is completely downwards-distributive complete lattice, then 7'\ A exists
and obeys the following equality:

T\A=\{X:L|T<XVA} O
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In Boolean lattices, we have T'~\. A = T'A A, so a reading “T without A” seems to have a
certain intuitive justification — the relative semi-complement takes A away from T as far
as possible without hurting other parts of 7T'.
This is further illustrated by a concrete example taken again from subgraph lattices.
Among subgraphs of a whole graph T, the pseudo-complement of a subgraph A con-
tains all those items of T, that are not items of A or that are adjacent to items outside
A. In the following example, we have S =T \ A:

For an example of a lattice where not all semi-complements exist, we extend the sigB1-
algebra 73 from page 38 by adding a fourth element 3, yielding the sigBl-algebra 7y:

o N7t ={0,1,2,3}

(0,0)—0, (1,0)—2, (2,0)—1, (3,0)—0
f’]jl (071)'_)27 (1a1)'_>17 (2a1)'_>07 (37 1)'_>1
[ ) =
(0,2)—1, (1,2)—0, (2,2)—2, (3,2)—2
(0,3)—0, (1,3)—1, (2,3)—2, (3,3)—2
This has the following subalgebra lattice:
{0,1,2,3}

From this drawing it is immediately clear that the situation here is perfectly dual to that
with 73 on page 47: {0}, {1}, and {0, 1,2} have {2,3} as semi-complement; {2} has T;
and T and L are complements of each other; only {2,3} has no semi-complement.

Mostly for exhibiting the usual way of arguing with semi-complements, we prove a few
properties that shall be useful later on. All these are obvious as duals of well-known prop-
erties of pseudo-complements. However, since we shall mostly need semi-complements, we
hope that the reader will find these properties and their proofs instructive.

First of all, the relative semi-complement is monotonic in its first argument, and anti-
tonic in the second:
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Lemma 2.7.3 (52, 54, 63, 133] For all A,B,T,U : L in a lattice (£, <), subject to the
existence of the semi-complements, the following hold:

(i) if T<U,then TNA<U N A4

(ii) if A< B, then T\ B < T\ A.

Proof: For all X : £ we have:

(1) UNA<L<X & UKXVA = T<EKXVA & TNALKX

(ii) TNA<X & T<<XVA = T<<XVB & T~B«<X O

As illustrations why these implications are not equivalences, consider the following sub-
graph counterexamples to the opposite implications (which directly correspond to simple
set-theoretic examples):

On the left, we have TN A < U = U~ A, but T' € U. On the right, we have T\ B < T\ A,
but A £ B.

Lemma 2.7.4 In a lattice where T'\ A exists, if A< T A, then T\ A="T.

Proof: TNWALKT <K (TNA)VA=T\A. O

We already have seen the duals of A~ < A and A~™"™ = A™; we easily obtain the
generalisations to relative semi-complements:

Lemma 2.7.5 64651 Forall T, A, B : L in a lattice (£, <), we have, subject to existence
of the semi-complements:

i) T\T=LandT~L=T
(i) if AT, then T\ (T'NWA)< A
(i) f AT, then T~ (TN (T'\A)=T~\A
Proof: (i) is obvious from the definition of relative semi-complements.

(ii)) Assume A < T. For all X : £, Lemma 2.7.3.ii) gives us:

A<X = TNXKTNA & T<<XV({IT~NA) & T\(T\NA)<X

(iii) Assume A < T. From T ~ (T~ A) < A follows T\ (T ~ (TN A)) > T \ A via
Lemma 2.7.3.ii), and (ii) directly implies 7'\ (T'~ (T'\ A)) < T\ A. O

There is a number of useful interactions with lattice joins and meets:
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Lemma 2.7.6 (55 61,62,61,65, 132 In a lattice (£, <), for all elements T, A, B : £ and
all sets of elements U : P(L), the following properties hold, subject to the existence of the
semi-complements:

(i) UVT)NA=U~NAV((T~\A

(i) If (£, <) is complete, then: (\VU)NA=\V{U :U ¢ U\ A}
(iii) TN(AVB)=(T'~A)\ B

(iv) AV(TNA) =AVT
Proof: (i) (UVT)NA<X UVI<XVA
UKXVA and TL<XVA
U~NALX and TNWALX
(UNA)V((TNA) <X

to ¢

G) (VU ~A<X & VU<SXVA o VU UeU<SXVA
& YWW:UeUNALKX & V{U:UeUNA}X

(i) TN (AVB)S X & T<XVAVB&T~A<XVB& (TWA)NB<X

(iv) AV(T\A) > T by definition of the semi-complement, and AV (T'\ A) > A trivially.
The opposite inclusion follows from T'\ A < T. O

Lemma 2.7.7 (-4 55 60, 61,64 In a distributive lattice (£, <), for all elements T\, A, B : L,
the following properties hold, subject to the existence of the semi-complements:

(i) TN(AANB)=(T~A)V (T~ B)
(i) TN(AANT)=T~ A
(i) (TANA)V(TNA)=T
Proof: ()T~ (AAB)<X & T<XV(AAB)
T<(XVAAN(XVB)
T<XVA and T<XVB
TNWA<LX and T~\B<X
(TNA)V(T~B)<X

S R

(ii)) Using (i): TN (AANT)=(TNAV(IT\T)=T~A)VvL=T~\A
(i) (TANA)VIT~NA)=TV(IT~A)NAV((TNA)=TANAVT)=T O

Lemma 2.7.8 [—55] In a distributive lattice (£, <) with greatest element T, for all
elements A, B : L, the following properties hold, subject to the existence of the semi-
complement:

(i) BNA<KAYAB
(i) BNA=A~ABiff AXAAAB< B~ A
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Proof:
(i) With 2.7.2.i) we have B~ A < B, and with 2.7.3.i) also BNA< TN A=A".

(ii) Because of (i), we only need to consider one inclusion:

AANB<B-\A

& AYAN(BANA)V(BNA)<BNA Lemma 2.7.7.iii)

& (AMABAA)V(AYA(BNA)KBNA distributivity

& AVABANA<SB~NA and AYA(BNA)<BNA

& AMANAANB<SBNA O

Here is a fact that may at first sight seem somewhat surprising: the meet between an
element and its relative semi-complement is inseparable from the context:

Lemma 2.7.9 3,651 For all T, A : £ in a distributive lattice (£, <), we have, subject
to existence of the semi-complements:

T=T~({(T~A)NA)

Proof: For all X : £ we have:

TN(T~ANA) <X

& T<XV({(TNA)NA semi-complement

& T<(XV((ITNA))NXVA) distributivity

< T<XV(T\A) and T<XVA definition of meet

S T<XV(T\A and TNWALX semi-complement

& T<CX and TNALX definition of join

& T'<X TNALT O

In order to make this more intuitive, consider again subgraph lattices, and for simplicity
assume 7" = T. Then the intersection (7' A) N A = A~ A A, i.e., the border between A
and its semi-complement (S := A™ in the following drawing), will always consist entirely
of non-isolated vertices.

But non-isolated vertices cannot be taken away without taking away the incident edges,
too, so the semi-complement of such a border always is the whole graph.

Finally, we show two simple (dual) properties connecting semi-complements with
pseudo-complements:
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Lemma 2.7.10 111,150 In a completely distributive lattice (£, <) with top element T
and bottom element 1, the following inclusions always hold:

Proof: For every element X : £ the following implication chain holds:

X<A—-B & XANALB
= AYV(XNA)<A~YVB
& (ANVX)AN(AYVA) KAYVEB
& (AVX)ANT<KAYVEB
& ANV X<K<ATVB
= X<AYVB

For clarity, we spell out the dual argument, too:

BNAKX & BLKXVA

= ATAB<K A AN(XVA)

& ATABLK(ATAX)V(ATANA

& ATABLK(ATAX)V L

& ATAB<KAANX

= ATAB<X U

Together with Lemma 2.7.8.1) and its dual, we can extend this to two-sided approximations
of relative pseudo- and semi-complements:

Setting B to L in the first line, or to T in the second line shows that pseudo-complements
are contained in semi-complements:

AT <A™

Finally, we explicitely state the dual of Lemma 2.6.6 — the dualised proof would not
provide any valuable insights, so we omit it.

Lemma 2.7.11 If A has a complement C in a distributive bounded lattice (£, <, T, L),
then C' also is the semi-complement of A. O
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2.8 Naive Graph Rewriting

The key property of the relative semi-complement A \ R in its application to graphs is
that it does not remove interface nodes between R and the part of A that is the result of
A~ R. In the context of graph rewriting, the semi-complement may therefore be used to
delete an occurrence of the left-hand side of a rule, and these interface nodes are then the
anchors for attaching a copy of the right-hand side.

With the lattice-theoretic treatment of graphs and graph structures introduced in this
chapter, it is possible to specify such a rewriting step without a single mention of the
words “node” and “edge”.

Indeed, we would not even have to say “graph”, but could instead say “element of a
partial order” — we cannot operate in a single lattice here, but need the partial order of
all graphs (or unary Y-algebras). In that partial order, every set containing all elements
that are smaller than a particular element is a semi-complemented lattice, and this is all
we need.

However, for better understandability we still use the words “graph” and “subgraph”.

We define a rule (U, L, R) to be a graph U together with two subgraphs L and R, the
left-hand side and the right-hand side, that share a common subgraph L A R that we shall
call G for gluing graph.

An application of such a rule, transforming an application graph A into a result graph B,
now proceeds as follows:

e find an isomorphic image (U’, L', R") of the original rule such that

— the left-hand side is contained in the application graph: L’ < A.
— the right-hand side is compatible with the host graph

H:=A\L,

that is, the join HV R’ exists in the partial order of all graphs with the subgraph
ordering, and the right-hand side overlaps with the host graph only in the gluing
part:

HAR < L' AR .

e The result of the rule application is then the join of the host graph with the right-
hand side:

B:=HVR

Here we show an example application of the above rule:
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S T S
bd Sy S
S T R
— — —

Although this rewriting concept is very simple, it has a few significant draw-backs:

e There are no rules that perform “vertex amalgamation”, that is, that would redirect
all edges incident with two vertices in A to a single vertex in B.

e Rules have to match precisely, that is, it is not possible for one vertex in A to take
on the roles of more than one vertex in L.

Besides these more practical considerations, which need not be a problem in all contexts,
there is also a problem with methodological hygiene:

e This rewriting concept is not purely lattice-theoretic: We needed the possibility to
produce isomorphic images of the rule.

All these reasons together suggest that we need to consider graph matchings in some
shape. This implies that we have to leave the simple lattice-theoretic framework. In the
next chapter, we therefore move into a category-theoretic context, where morphisms serve
as abstractions from graph matchings.

The conceptual framework established in the current chapter will then reappear in
different guises, and will still be central to the success of establishing a relational rewriting
concept.

2.9 Discreteness in Graph Structures

In the context of graph transformation, discrete graphs, i.e., graphs with no edges, play
a special role since they act as “borders” between semi-complementary subgraphs. This
is the main reason why the categoric approach to graph rewriting frequently uses discrete
graphs as gluing graphs.
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We now give an abstract characterisation of discreteness, recognising as characteristic
of discrete objects that there, the lattice of partial identities is Boolean. Since it makes
sense to talk about discrete subgraphs of arbitrary graphs, we anchor our definition of
discreteness at the level of lattices (recall that the ideal generated by a lattice element
Q : L is the sublattice containing all elements X : £ with X < Q):

Definition 2.9.1 In a lattice (£, <), an element @ : £ is called discrete iff the ideal
generated by @ is a Boolean lattice. O

We show a criterion which is easier to handle in proofs:

Lemma 2.9.2 In a distributive lattice (£, <) with least element L, an element @ : L is
discrete iff for all elements U : L the relative semi-complement () ~\ U exists and we have

Q@~\U)ANU =1 .

Proof: “=7: If Q) is discrete, then for all U : L, the meet Q A U is inside the ideal of
@ and therefore has a complement inside that ideal, say C. By the dual of Lemma 2.6.6
and by Lemma 2.7.7.ii) we know that

C=Q~(QANU)=Q~\U ,
so, from the complement properties of C, we immediately obtain:
Q@~\U)NU=CANU=_1.

“<”: Since (£, <) is distributive, we only have to check that complements exist in the
ideal generated by Q. Assume U : £ with U < Q). Then, by the assumption, the relative
semi-complement S := @) \ U exists, and we have S AU = L. On the other hand, the
definition of semi-complements implies that SV U = (), which is the greatest element of
the ideal generated by J, which shows that S is a complement of U in that ideal. O

It is easy to see that in subgraph lattices, the discrete elements are exactly the discrete
graphs.

From the definition it is obvious that arbitrary meets of discrete elements are discrete,
since for a discrete element @), every element R < () is discrete, too. Even joins preserve
discreteness:

Lemma 2.9.3 163, 96] In a completely distributive complete lattice (£, <), let a set
Q : P(L) of elements be given. If all @ : Q are discrete, then \/ Q is discrete, too.

Proof: For U <\/ Q, we have with Lemma 2.7.6.1):

(VQNU)AU = V{Q: Qe (Q U} AU
— V{Q: Qs (Q\U)AU}
— V{Q:Qe 1}
= 1 ]

This also shows that in completely distributive complete lattices, the join of all discrete
elements is again discrete, and therefore allows us to define:
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Definition 2.9.4 For a completely distributive complete lattice £, we denoted with D :
L the discrete base of L, defined as the maximal discrete element of L:

Dg := \/{Q : L] @ discrete} O

It is already clear that a discrete element in a subgraph lattice can only contain vertices,
but no edges. However, discreteness alone is not yet enough to be able to characterise
those subgraphs that contain only isolated vertices. This needs some further preparation.
On page 54 we have seen that in graphs, the border QAQ™ is always discrete. However,
this is not always the case: In the four-element linear ordering a < b < ¢ < d the border
for ¢ is c itself:
chNc”=cNhd=c.

However, only a and b are discrete. Therefore we define:

Definition 2.9.5 The semi-complemented lattice (£, <) is called border-discrete, if for
all elements @ : (£, <), the “border” Q A Q~ is discrete. O

Subgraph lattices are obviously border-discrete: borders consist only of vertices.

In general, subalgebra lattices for arbitrary unary algebras are border-discrete if no
sort is at the same time source and target of function symbols. For counter-examples
consider the following signatures:

sigL := sig begin sigGL := sig begin
sorts: V,&, L sorts: V, &, L
ops: i:E—-YV ops: s, t:&—V
AV L AV—-L
sig end sig end

The only siglL-algebra D with VP = {v}, EP = {e}, and £LP = {I} has a subalgebra lattice
which is isomorphic to the linear ordering above:

e
< < < Il
I v | V

A

...... >

To see how this can influence borders, consider a sigGL-algebra T' with carriers V1 =
{’01,’02,’03}, 5T = {61,62}, and ET = {ll,lg,lg}i
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For the subgraph A, we have the semi-complement S := A™, and therefore the non-discrete
border B := AN A™.

Subalgebra lattices for algebras over signatures like sigl and sigGL are therefore in
general not border-discrete.

Since the presence of borders can be problematic, or at least needs special care, it is useful
to characterise cases where the border is empty. An empty border indicates that the
(relative) semi-complement is now a true (relative) complement:

Definition 2.9.6 51 Let a semi-complemented lattice (£, <) and two partial elements
P, Q : L be given.

e P is called a separable part of Q iff P < @ and (Q ~P)ANP = 1.
e () is called connected if there is, except L, no separable part of Q.

e The lattice (£, <) is called connected iff T is connected. O

Separable parts of @) are therefore parts of ) that have a true relative complement.
In graphs, there is no edge between separable parts. Therefore, our definition of
connectedness gives it its conventional meaning for graphs.

Now we are ready to characterise subgraphs containing only isolated vertices as being both
discrete and separable:

Definition 2.9.7 Let a semi-complemented lattice (£, <) and two elements P,Q : £ be
given.

P is called a discrete part of @ iff P is discrete and P is a separable part of Q.

e P is called a discrete part of (L, <) iff P is a discrete part of T.
e () is called solid if there is, except L, no discrete part of Q.
e (L£,<X) is called solid if T is solid. O

Therefore, a subgraph @ is solid iff it contains incident edges for each of its vertices, that
is, iff it contains no (locally) isolated vertices. We can turn this into a useful criterion:

Lemma 2.9.8 11 In a semi-complemented lattice (£, <), an element @ : £ is solid iff
for all discrete R : L we have Q@ ~ R = Q.

Proof: “<”: Assume that for all discrete R : £ we have Q ~ R = ). Assume further
that P is a discrete part of @, so P is discrete, P < @, and (Q ~ P) A P = L. Then the
first assumption implies: P=Q AP = (Q ~ P) AP = 1, so Q is solid.

“=": Since Lemma 2.7.7.ii) gives us: @~ R = Q ~ (RAQ), it is sufficient to consider
only those R that are contained in Q.

Now assume that @ is solid and R discrete, with R < @), and define

Z:=(Q~R)AR .

Then Z < R and, with antitony of relative semi-complements, Z < @~ R < @~ Z. Since
Z is discrete because of Z < R, solidity of @) implies @ \ Z = Q.
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Now let R := R~ Z. Then we have: QN R=Q~ (ZVR)=(Q~Z)~R =Q~\ R
and
(Q~RYANR =(Q~R)ANR =(Q~RARANR =ZANR =1

This shows that R’ is a separable part of @, but since @ is solid and R is discrete, it
implies R’ = 1. Therefore, QN R=Q~ R =Q L =Q. O

Every discrete part of a join can be expressed as a join of corresponding discrete parts:

Lemma 2.9.9 In a completely distributive complete lattice (£, <), if the element P : £
is a discrete part of \/ Q, then

P=\/[{Q:QeQAP}
and for every @) : Q, the meet P A () is a discrete part of Q.

Proof: Obviously, P=PAVQ =V{Q: Qe PAQ}. Since with P, all Q A P are
discrete, too, we only have to check separability:

(VO ~P)ANP=_1

& (V{Q:QeQ~PHAP=1 Lemma 2.7.6.ii)

& V{Q: Qe (QNP)AP}=1 completely upwards distr.

& VQ: Qe (QNP)ANP=1

& VQ: Qe (QN(QAP)N(QAP)=1 Lemma 2.7.7.ii) O

Solidity is closed under arbotrary joins:

Lemma 2.9.10 If for a set Q : P(L) of elements of a completely distributive complete
lattice (£, <), all elements @ : Q are solid, then \/ Q is solid, too.

Proof: Assume P : Pld A is discrete. Then Lemma 2.7.6.ii) and Lemma 2.9.8 yield:

VoO~P=\/{Q:Qe (@~ P)=\/{Q:QeQ}=\/0 O

This ensures that every element has a solid part, i.e., a maximal solid element below it,
and we may define this as a join:

Definition 2.9.11 For an element @) : £ of a completely distributive complete lattice
(L, <), we let sol @ : L denote its solid part, defined as

solQ:=\/{P: L | P<Qand P solid} . O

However, a simple way to calculate the solid part is via taking the semi-complement with
respect to the discrete base of the lattice:

Lemma 2.9.12 For every element @ : £ of a completely distributive complete lattice
(L,<) we have solQ = Q ~ Dr.



62 2. Graph Structures and Their Parts

Proof: Obviously, Q@ ~ D, < Q.
Now assume any discrete element R : £. Then R < D, by definition of the latter, so

(@ D) NR=Q~(DVR)=Q D,

This shows that Q) ~ D, is solid.
Now assume any solid partial identity P : £ with P < ). Then we may use that D,
is discrete, together with monotony of semi-complement in its first argument:

P=P~D,<Q~\D,
This alone implies that sol Q < @ \ D,, and together with the above we have equality. [

The following is an important property of borders: it states that borders between @
and Q™ are always contained in the solid part of the semi-complement Q™ — the discrete
part of )~ comes into being only by the failure of () to cover a discrete part of the whole
object, and never can contain part of the border.

Lemma 2.9.13 71 If @) : £ is an arbitrary element of a semi-complemented lattice
with greatest element T, then

QAQ™ <0l (Q) .

Proof: First we have:

sol (Q~) = Q7D
= (TNQ)~\Dg
= T~ (QVvDy) Lemma 2.7.6.iii)
= TN (QVDs\Q)) Lemma 2.7.6.iv)
= (TNQ)~(Ds\Q) Lemma 2.7.6.iii)
= Q"~(Ds\Q)

Then: sol (@)<Y QDN Q) <Y

QY<Y V(D NQ)

QAQY<QANY V(DL \Q))
QNQ™<(QAY)V(QA (DL \Q))

QAR < (QAY)V L D, discrete
QANQ™

This shows Q A Q™ < sol (Q7). O

KR (S A A
N CIN N
<

Several discrete parts form a join that continues to be a discrete part:

Lemma 2.9.14 If for some set P : P(L) of elements of a completely distributive complete
lattice (£, <), each element P : P is a discrete part of @ : £, then \/ P is a discrete part
of ), too.
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Proof: Because of Lemma 2.9.3, we know that \/ P is discrete.
For every P : P, Lemma 2.7.3.ii) gives us:

@~ (\/PH)APL(Q~P)AP=1 .

From this, we obtain with complete upwards distributivity:
@~ \/P)A\P=\/{P:Pe (@~ \/P)AP}=\/{P:Pol}=1. O

Taking the semi-complement with respect to a discrete element does not change a solid
part:

Lemma 2.9.15 (7  Let a discrete element @) : £ and an arbitrary element R : £ be
given. If there is a solid element P : £ such that P < Rand QAR < P, then P\ Q =P
and R~ @ = R, implying in particular Q~ = T.

Proof: Since P is solid and @ is discrete, we have P ~. Q = P. Therefore,

R~NQ = (PV(R\P)\Q
= (PNQV((RNP)NQ)
= PV(R~N(PVQ)
PV (R~ P) QARLP
= R O

2.10 Coregular Parts and Base Elements

On page 60, we have seen an example of a non-discrete border; it is easy to see that that
border is solid. However, Lemma 2.7.9 tells us that borders always are inseparable from
the context, so solid substructures still need not be “significant”. A “significant” part P
of @ should not contain any part that is an “insignificant” part of @@ ~ P, which is the
dual of regularity (Def. 2.6.8):

Definition 2.10.1 Let a lattice (£, <) and two elements P, @ : £ be given.
e P is called a coregular part of Q iff P < @ and Q@ ~ (Q ~ P) = P.

e P is called coregular iff P is a coregular part of T. O

In connected graphs, coregular is the same as solid. In graphs that contain isolated
vertices, however, coregular parts can contain some of these. In general, coregular parts
need therefore not be solid, but may have discrete parts, but only if they are discrete parts
of the whole. So careful distinction of these concepts is necessary.

Coregular is, in general, not equal to regular. To see this, consider the graph consisting
of a single edge incident to two vertices. The single vertices are both regular, but not coreg-
ular: one single vertex is the pseudo-complement of the other, but the semi-complement
of a single vertex is the whole graph.
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On the other hand, in a graph consisting of two parallel edges, the single edges are
coregular, but not regular: one single edge (together with the two vertices) is the semi-
complement of the other, but the pseudo-complement of a single edge is the empty sub-

graph.
(00| o P

Coregular parts are not affected by taking the semi-complement with respect to their
border:

Lemma 2.10.2 4 If P is a coregular part of @, then P~ (Q ~ P) = P.

Proof: By direct calculation:

P = Q~(Q\P) P coregular part of Q)
(Q~P)VP)~ (@~ P) P<Q
= (QNP)N(Q~P))V (P~ (Q\P)) Lemma 2.7.6.1)
= P~ (Q\P) Lemma 2.7.5.1) O

Lemma 2.10.3 The relation “is a coregular part of” among elements of a completely
distributive complete lattice (£, <) is an ordering.

Proof: Reflexivity follows from reflexivity of < and P~ (P~ P)=P~ L =P.
For transitivity assume that P is a coregular part of @), and @ is a coregular part of
R. Then P < R by transitivity of <, and we first have:

R~P = (RNQ)VQ)\P
(RNQ)NPV(Q\P) Lemma 2.7.6.1)
= (RN(QVP)V(Q~\P) Lemma 2.7.6.iii)
(

RN Q)V(QNP) P<Q
Now we can show that P is a coregular part of Q:
R~(R~P) = R~(R~(QAP)) P<Q
= R~N((RNQ)V(R~\P)) Lemma 2.7.7.1)
= (RN(RNQ))~(R\P) Lemma 2.7.6.iii)
= Q~(R\P) Q coregular part of R
= QN (QAN(RN\P)) Lemma 2.7.7.ii)
= QN(QA(R~NQ)V(Q\P))) see above
= QN (QN(RNQ)V(QAN(QNP))) distributivity
= QN (QARNQ)V(QNP)) QNP<Q
= Q@~(QAN(RNQ)))N(Q~\P) Lemma 2.7.6.iii)
= QN (R\Q)~(Q\P) Lemma 2.7.7.ii)
= Q~(Q\P) Lemma 2.10.2
= P P coregular part of Q

Antisymmetry directly follows from antisymmetry of <. O
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The reason for the lengthy calculation in the proof of transitivity is the effect that, in
general, Q A (R~ P) # @ ~\ P, as in the following example, where X := Q A (R~ P) has
a discrete part, which is not contained in Q) \ P:

However this discrete part is a border of @), and, as already explained after Lemma 2.7.9,
such borders can never be globally discrete, so they disappear below the next level of
relative semi-complements.

Definition 2.10.4 Let a semi-complemented lattice (£, <) and two elements P, @ : £ be
given.

e P is called an essential part of Q iff P < Q and Q ~ P # Q.
e () is called an base element of L iff ) has no essential part except itself. O

In graphs, a base element is a subgraph either consisting of a single vertex, or of a single
edge together with its adjacent vertices. Since there are no smaller subgraphs contain-
ing single edges, these already represent single edges as far as possible. Therefore, base
elements are essentially single vertices and single edges, which justifies the choice of the
name “element”.

Obviously, vertex base elements are discrete, while edge base elements are solid.

Lemma 2.10.5 @ : £ is a base element iff () is join-irreducible.

Proof: “=": Assume that Q) is a base element, and that Q = AV B. Then we have
A< Q and B < Q. Assuming A # @, we have @ ~ A = @ since A cannot be an essential
part of Q. But with Lemma 2.7.6.1) we have

Q=Q~A=(AVB)NA=A~NAVB~A=1VB~NA=B~NA.

Therefore, Q < B, and finally Q = B.

In the same way we obtain @ = A from B # Q.

“<": Assume that Q is join-irreducible, and that P is an essential part of @, that is,
P<Qand Q\P+#Q.

Then, by the definition of relative semi-complements, and by P < @) we have ) =
(Q~ P)V P. From join-irreducibility and from @ \ P # @ we obtain P = @, which shows
that @ is a base element. O

The definition of essential parts mostly served to make base elements more accessible. The
following lemma shows that base elements might equally have been defined via coregular
parts:

Lemma 2.10.6 (Q is a base element iff ) has no non-empty coregular part except itself.

Proof: “=": this is obvious, since every non-empty coregular part is an essential part.
“e”: assume P < Q and Q ~ P # @. Then Q ~ P is a coregular part of ) by
Lemma 2.7.5.iii), and if P # @, then @ \ P is non-empty. O



Chapter 3

Allegories of Y>-Algebras

The discussion of parts of graphs in the previous chapter took place in the more abstract
setting of subgraph lattices, never mentioning nodes or edges in the definitions. This has
the advantage that all considerations are immediately valid for a large class of graph-like
structures, too.

In order to achieve the same for graph homomorphisms, we need an essentially
category-theoretic setting. Since we want to be able to admit relational matching, we
need an appropriate generalisation of relations, and find this in allegories, which are a rel-
atively weak kind of relation categories. However, they are general enough to admit even
relational homomorphisms between general Y-algebras for a fixed, not necessarily unary,
signature Y. For this reason, the introduction of relational homomorphisms will be for
algebras over arbitrary signatures, and we can show that these relational homomorphisms
give rise to a certain kind of allegories.

With unary algebras, we may move to stronger restrictions of allegories, and we do
this in the next chapter. Readers who are not interested in the complications arising in
general algebras may skip to the next chapter, perhaps best only after heaving read the
preliminaries section of this chapter up to Def. 3.1.8.

The current chapter starts with a section providing fundamental background on cate-
gories and allegories, including definitions related with direct products. We then define an
abstract variant of Y-algebras, and relational homomorphisms for them, proving the alle-
gory properties. Finally we show how standard constructions like substructures, quotients
and product structures are available in this abstract and relational setting, too.

3.1 Preliminaries: Categories and Allegories

We recall the definition of a category.

Definition 3.1.1 A category C is a tuple (Objc, Morc, -: - — _,1,5) where
e Objc is a collection of objects.

e Morc is a collection of arrows or morphisms.

e “ : _ — 7 is ternary predicate relating every morphism f univalently with two
objects A and B, written f : A — B, where A is called the source of f, and B the
target of f.

The collection of all morphisms f with f: A — B is denoted as Morc[A, B] and also
called a homset.

e “” is the binary composition operator, and composition of two morphisms f : A — B
and g : B/ — C is defined iff B = B/, and then (fig) : A — C; composition is
associative.

e I associates with every object A a morphism I 4 which is both a right and left unit
for composition. O

66
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@,
H

The composition operator
ators.

An object O in a category is called initial iff for every other object A there is exactly
one arrow from O to A. Dually, an object 1 is called terminal iff for every other object A
there is exactly one arrow from A to 1.

will bind with a higher priority than all other binary oper-

Definition 3.1.2 An allegory is a tuple C = (Objc, Morc, -: -« _, 1,5, ,M) where:

e The tuple (Objc, Morc, -: -« _,1,3) is a category, the so-called underlying category
of C. The morphisms are usually called relations.

e Every homset Morc[A, B] carries the structure of a lower semi-lattice! with M4 s for
meet, and inclusion ordering E 4 5, all usually written without indices.

e “7 is the total unary operation of conversion of morphisms, where for R : A «— B
we have R : B < A, and the following properties hold:
(R) =R, (@R) =R5Q ", @nNEHY = nNQ" .

e Forall Q: A+ Band R, R : B+ C, meet-subdistributivity holds:
Q(RMNR)C QRMOQ:R .
e ForallQ: A— B, R: B+ C,and S: A« C, the modal rule holds:

QRMNSC(QNSR )R . O

The following basic properties are easily deduced from the definition of allegories:

e Conversion is an isotone and involutive contravariant functor: In addition to the
properties from the definition, this comprises also I, =I4 and QC Q' < Q" C Q"

e Composition is monotonic: If Q C Q" and R C R, then Q:R C Q" R'.

From the modal rule listed among the allegory axioms, we may — using properties of
conversion — obtain the other modal rule

QRNSC QRNQS)

which is used by Olivier and Serrato for their axiomatisation of Dedekind categories | ,
] (see also next chapter) and there called “Dedekind formula” — however, Jacques
Riguet had much earlier attached the name “Dedekind formula” to the following formula
[Rig4s]:
QRMNSC(QNSR )(RNQ:S) .

The Dedekind formula is in fact equivalent to the modal rules, see Proposition A.1.1.
Another possible variation in the axiomatisation of allegories stems from the fact that
meet-subdistributivity of composition is equivalent to monotony of composition.

! A homset Morc[A, B] may be a class in [ ], meaning that there, allegories are not restricted to be
locally small. The price of this generality, however, is that join, meet, etc. need to be characterised at a
more elementary level, while we can introduce these as lattice operators.
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Many standard properties of relations can be characterised in purely allegorical lan-
guage:

Definition 3.1.3 In an allegory A, for a relation R : A < B we define the following
properties:
e R is univalent iff RR C Ip,
Ris total iff Ty C R:R™,
R is injective iff RRR™C T4,
e R is surjective iff Ig C R R,

e Ris a mapping iff R is univalent and total,

R is bijective iff R is injective and surjective.

Furthermore, we denote the subcategory of A that contains all objects of A, but only map-
pings as arrows with Map A, and that with all partial functions (i.e., univalent relations)
with Pfn A. O

We call a relation homogoneous iff its source and target objects coincide. For homogeneous
relations, there are a few additional properties of interest:

Definition 3.1.4 In an allegory, for a relation R : A < A we define the following prop-
erties:

o Ris reflexive iff I C R,

e R is transitive iff RRRC R,

o Ris symmetric iff R"C R,

R is antisymmetric iff R"TT R C I,

e R is an equivalence relation iff R is reflexive, transitive, and symmetric,

R is an ordering iff R is reflexive, transitive, and antisymmetric. O

For homsets that have least or greatest elements, we introduce corresponding notation:

Definition 3.1.5 In an allegory, for two objects A and B we introduce the following
notions:

e If the homset Morc[A, B] contains a greatest element, then this universal relation is
denoted T 4 5.

o If the homset Morc[A, B] contains a least element, then this empty relation (or zero
relation) is denoted L 4 . O

For these extremal relations and for identity relations we frequently omit indices where
these can be induced from the context.

In the presence of universal relations, totality of R is equivalent to the condition
RT 3T (see Lemma A.1.4); this is often easier to use in proofs.

In an allegory, every homset is a meet-semilattice, where binary meets interact in
a particular way with composition. Analogously, if arbitrary meets exist, they should
interact in a corresponding way with composition in order to make sense in the allegory
structure. The following property has, to our knowledge, not been considered before:
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Definition 3.1.6 51 An allegory is called locally co-complete iff for every two objects
A and B and every set R of relations from A to B the greatest lower bound (wrt. C) [ R
of R exists. O

It is easily checked that in a locally co-complete allegory, for all relations @ : C « A and
for every set R of relations from A to B the following properties hold:

[{R: R e R}
e subdistributivity of composition: Q1R C [HR:R e QR}

e distributivity of converse: MRr)”

Subdistributivity for composition from the right follows via conversion from that for com-
position from the left. If @ is univalent and R non-empty, we even have distributivity (=)
instead of subdistributivity (C) for composition with @ from the left (Lemma A.1.5).
The allegory of sets with concrete relations obviously is locally co-complete.
In locally co-complete allegories, all universal relations exist, since

o=,
and all empty relations exist, since
[1(Mor[A,B]) =1Lap .

Relations that are contained in the identity are referred to by many different names in
the literature, such as “coreflexives” by Freyd and Scedrov | |, or “monotypes” by the
group of Backhouse [ , ]. They are particularly important since they are
the simplest mechanism available in all allegories that allows to characterise “parts” of
objects, corresponding to subsets of sets in the allegory of sets and concrete relations. We
stick to a less sophisticated name, which is also in wide-spread use in the literature (e.g.

in [ , D):

Definition 3.1.7 A partial identity is a relation contained in an identity. For every object
A of an allegory, we denote the set of partial identities on A with PId A. O

Partial identities arise in particular as abstractions of the concrete concepts of “domain
of definition” and “range of values” of a relation (which should never be confused with
the categorical concepts of source and target of a morphism):

Definition 3.1.8 —=sq) For every relation R : A < B in an allegory, we define
domR: A« AandranR: B < B as:

domR: =TI R:R" ranR:=IgMR:R O

For useful properties concerning partial identities, see Sect. A.2.
According to | , 2.15]:

Definition 3.1.9 72 An object U in an allegory is a partial unit if Iy = Ty 4. The
object U is a unit if, further, every object is the source of a total morphism targeted at
U. An allegory is said to be unitary if it has a unit. O
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We usually use the symbol “1” for a unit object. From | , 2.152] we cite the
following useful properties:

e A total morphism from any object A to a unit 1 is always the universal relation
T a1, and is in addition univalent, and therefore a mapping.

e In the presence of a unit, all universal relations exist, and T =T 41:T1 5.

e In the presence of a unit, there is an isomorphism between PId.A and Mor[A,1],
so that morphisms to (or from) the unit may be used as an alternative to partial
identities in the role of identifiers of “parts” of objects.

Direct Products

It is well-known that the self-duality of categories of relations implies that categorical sums
are at the same time categorical products — in relation algebras with sets and concrete
relations, categorical sums are disjoint unions.

However, Cartesian products can be axiomatised on the relational level; most ap-
proaches are rooted in homogeneous relation algebras, such as | , , ,

]
We follow the “Munich approach” of Schmidt and coworkers | ) ) )
, , , ], but since we need to cover the case of empty products, we use

a variant that does not demand surjectivity of the projections. This slight generalisation
of the original Munich approach definition shown on page 26 brings us closer to the notions
of Freyd and Scedrov | |; see also the discussion around Def. 5.1.2.

According to the following definition, two relations m and p are projections of a direct
product iff, in the language of Freyd and Scedrov, they “tabulate” a universal relation.

Definition 3.1.10 99  In an allegory, a direct product for two objects A and B is a
triple (P, 7, p) consisting of an object P and two projections, i.e., relations 7 : P < A and
p : P < B for which the following conditions hold:

mm =dom (T 45) , pip=ran(Tap) , mip=Tan , m Npip =1Ip . O

This definition is a monomorphic characterisation of direct product. The fact that we do
not insist on surjective projections allows empty products.
For all direct products in allegories, the following inclusion holds:

P:ROQS 3 (P MQsp )s(mR O psS).
The opposite inclusion
PsROQS T (Psr MQsp )s(mROpsS)

named sharpness condition by Gunther Schmidt (see | ]) does not always hold, not
even with surjective projections, and not even in relation algebras. A product for which
this condition holds is called a sharp product.”

2For a (homogenous) relation algebra with an unsharp product with surjective projections, together
with its history, see [ |; a translation into a heterogeneous setting may be found in | , Sect. 3.2].
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For products of more than two objects, it is no problem to iterate the binary product
construction. However, it is more elegant to have a direct characterisation for n-ary prod-
uct. We modify the definition proposed by Desharnais | ] by providing for possibly
non-surjective projections, again (in [ |, the first condition reads 7rkf imo=14,):

Definition 3.1.11 For a positive natural number n : NT and n objects Aq,..., A,, an
n-ary direct product for Ay, ..., A, is a pair (P,1I) consisting of an object P and a family
Il = (7,)i.41.n} of projections m, : P « A; fulfilling the following conditions:

° 7r]:;7rk =dom T 4, p forall k: {1..n},
e i[Hi:{l..n}|i#kemm}=Tap, forallk:{1..n},
o [Hk:{1l..n}emm}=1Ip. O

Although Desharnais set this definition in the context of relation algebras, the paper
[ ] in fact only uses the framework of allegories with universal relations. Desharnais
shows that n-ary direct products according to his definition are monomorphic. Unfortu-
nately, that proof relies on the surjectivity of at least one of the projections in a non-trivial
way. Since the above generalisation of the definition of Desharnais admits products with
only non-surjective projections (these exist; we give an example on page 83), it is not clear
whether monomorphism still holds.

Therefore, we resort to the usual mechanism of nesting products, and assuming asso-
ciativity for making the precise nesting structure irrelevant. For maximal flexibility, we
still provide for cases where not all products exist — this allows useful study of finite
models without sacrificing honesty.

Definition 3.1.12 In an allegory D, a partial choice of direct products is a tuple (X, 7, p)
where

e X, m and p are partial binary operations expecting two objects as arguments, and all
three having the same domain.

e X maps, where defined, two objects A and B to an object A x B.

7 maps, where defined, two objects A and B to a mapping 7, . : Ax B — A.
e p maps, where defined, two objects A and B to a mapping p, . : A x B — B.

Where the components of the triple (A x B,
direct product for A and B.

WAB,,OAB) are defined, the triple is a

A partial choice (x,, p) of direct products is called strictly associative iff for every three
objects A, B, and C, we have the equality and equivalence of definedness

Ax (BxC)=(AxB)xC,
and (where the corresponding products are defined):

TaBxe = TaxB,c’™aB » Pasxc’TBe = TaxB,c'PaB Papxc’TBe = PaxBc -

An object 1 is called a strict unitfor a partial choice (x,,p) of direct products iff for
every object A we have
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e AxTand1x A are defined,
e Ax1I=A=1xA,
° M =La=n 4
An allegory D together with a partial strictly associative partial choice (X, 7, p) of sharp

direct products and strict unit 1 will usually be abbreviated as allegory with some sharp
products. O

It is easy to see that every unit according to Def. 3.1.9 can serve as a strict unit for
a choice of products, and that every strict unit for a choice of products is in fact a unit
according to Def. 3.1.9.

The wide-spread prejudice that strictly associative choices of direct products would
give rise to inconsistencies stems from the bad habit to write “m, ,.” instead of “r ’
With the latter, we can properly distinguish 7, B and ABxC and therefore do not
obtain any inconsistencies.

Usually, however, we omit indices also for 7 and p.

Given a choice of direct products, we may define parallel composition of relations: For
two relations Q : A «— C and R : B < D, their direct product is relation from A x B to
C x D, defined as follows:

Q X R:=m@Qm MpRip
In the context of a strictly associative choice of direct products, we shall write Ry x---x R,
for the direct products of n relations Ry, ..., R, and we usually assume projections 7, for
the i-th components of the involved direct products of objects. In the presence of a unit,

the direct product of zero relations can, of course, only be the identity on the unit object.
The following fact holds even without sharpness:

Lemma 3.1.13 (79, s1,521  If for two relations R: A <~ C and S : B < D in a locally
co-complete allegory the products A x B and C x D exist, then we have:

WA,B;R;TCv‘g M pA,B;S;-H—D7S = (R X S)?-ﬂ_cxp7g

Proof:
WA,B;R;—"_C’S M pA,B;S;TDf

M

WA,B;R M pA,B;S;TDi;—ﬂ_&C);Tc,g modal rule

M

WA,B;R M p_A’B;S;—H—D,C);TC,S
M5B 04 5550 e p) Tee

A7B;R;7TC,’D M pA,B;S;pc,D)WC,D;TCvg Tep univalent

f\/\/‘\/}:‘\/\/\/\

1M

WA,B;R;WC,D M pA,B;S;pC7'D);—|TCXD’£

M
)

a5 B,y Texpe M pA7B;S;pC7D;TC><D,S

1M

Tap i TeeMpy 55 Tpe O
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3.2 Abstract >-Algebras and Relational Homomorphisms

In Sect. 2.3 we introduced conventional Y¥-algebras, with sets as carriers and concrete total
functions between these sets as interpretations of the function symbols. Such an approach
has the advantage that it is more familiar to most readers, but it also has the disadvantage
that it unduly constrains possible interpretations. We have seen that categories are the
abstract version of settings with sets and total functions in-between, so we might define
abstract Y-algebras over categories with categorical products (see page 26).

However, since we are interested in relational morphisms between abstract Y-algebras,
we shall need an allegory setting as soon as we define morphisms. However, replacing a
category in a definition of abstract Y-algebras with an allegory is non-trivial, since we do
not want to use the underlying category of the allegory for interpreting the signature, but
the category of mappings contained in the chosen allegory.

In order to avoid superfluous technicalities for moving to and fro between these two
levels, we base our definition of abstract X-algebras immediately on an allegory.

Instead of carrier sets, we then have arbitrary objects of the allegory, and instead of
total functions between sets, we have mappings in the allegory. Furthermore, we have to
use direct products and a unit for the domains of non-unary functions.

Definition 3.2.1 30, 77, 90] Given a signature ¥ = (S, F,src,trg) and an allegory D
with some sharp products, an abstract ¥-algebra A over D consists of the following items:

e for every sort s : S, an object sA € Objp, such that for every function symbol f € F,

the product 314 X oo X sf exists, and

e for every function symbol f € F with f : s X --- X s, — t a mapping fA : 5“14 X e X
sA — t4in D. O

n

Since we use this definition to construct an allegory with abstract »-algebras as objects,
the generality of discussing abstract -algebras over allegories allows us to stack this
construction at no cost at all, with possibly different signatures at every level, building
for example graphs where the nodes and edges are hypergraphs.

The morphisms in allegories of ¥-algebras have to behave “essentially like relations”,
and so it is only natural that we consider a relational generalisation of conventional (func-
tional) 3-homomorphisms.

This is closely related to the field of data refinement, where usually unary homogeneous
operations f : s — s over a signature with single sort s are considered, and interpretations
are allowed to be arbitrary relations, see for example the book by de Roever and Engelhardt
[ ]. In that context, an “L-simulation” from A to B is a relation ® : s4 « 55
satisfying the following inclusion:

o5 fAC B

The name “L-simulation” is derived from the L-shape of the inclusion’s left-hand side in
the following sub-commuting diagram:
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A

A
S S
f.A

The corresponding inclusion for n-ary operations in a multi-sorted signature is then the
following:
(@5, x - x @, )i fAC fPdy

If we wanted to include relational structures in our considerations, we would have to use
this as our relational homomorphism condition. However, relational structures with such
a relational homomorphism concept only give rise to a category, but not to an allegory,
since converse and meet do not preserve the above condition for interpretations f#4 and
f® that are not mappings.

This explains why we had to exclude relational structures from our considerations
and restrict ourselves to total algebras. (In the context of mappings as homomorphisms
between relational structures, | | contains probably the first relation-algebraic con-
siderations, see also [ , Chapt. 7]. Detailed discussions of different (functional) ho-
momorphism conditions for relational structures may be found in [ ]. We are now
dealing with relational homomorphisms between functional structures.)

So we always know that f* and fZ are mappings, and then Lemma A.1.2.iii) allows
us to move them to the respective other sides of the inclusion, yielding an equivalent
formulation that does not contain converse; this is the inclusion we are going to use as our
relational homomorphism condition:

Definition 3.2.2 [—22 Let a signature ¥ = (S, F,src,trg), an allegory D, and two
abstract X-algebras A and B over D be given.

A X-compatible family of relations from A to B is a S-indexed family of relations
® = (Py)s.5 such that P : sA « B for every sort s : S.

A relational ¥-algebra homomorphism from A to B is a Y-compatible family of relations
from A to B such that for every function symbol f € F with f : s; X --- X s, — ¢, the
following inclusion holds:

(B, X --- x By JifBC fAd, . 0]

In the allegory D, this gives rise to the following sub-commuting diagrams, one for a
constant ¢ : ¢, one for a unary function symbol g : s — t, and one for an n-ary function

symbol f:s; X -+ x s, — t (arranged in a different way than above):

A A A
PV VR R N i
]Ijl <// (I)t (DS <// q)t (I)sl X e X (Psn G/ (I)t
1 5 B sB 7 B Bx-oxsB ——m— B

c g 15
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Now we first justify the “homomorphism” part of the name of “relational Y-algebra ho-
momorphisms”, that is, we show that we really obtain a category:

Proposition 3.2.3 Given an allegory D with some sharp products and a signature X,
relational Y-algebra homomorphisms form a category, where composition and identities
are defined component-wise.

Proof: First we show that I 4 is a relational »-algebra homomorphism:

o (Ig)s=T.4:5%« s4 and

s

e for all f € F with f:s1 x---x s, —t we have

(La)sy x - % (La)s, JifA = (]1 ax o x L) fA
= 5 SERL s fA Def. direct product
= fATLu
FATa)

Now we show well-definedness of composition: Let ¥ : A — Band ¥ : B — B be relational
Y-algebra homomorphisms, and = := ®: ¥, then:

e =, =0,V : 54 sC and

e for all f € F with f:s1 X -+ X s, —t we have

(Esy X - )fc
= (Og Wy, x - x B, W, ) fC
C (Pg x- (I>STL)'(\IIS1 X oo x Wy )i f€ sharp products
C (P x- ®, )i fB0, U relational homomorphism
C fADsT ® relational homomorphism

Il

~
>
s

Associativity of composition and the identity laws follow via the component-wise defini-
tions. O

In the same way, we can lift converse, meet and universal relations from the underlying
allegory to relational homomorphisms:

Definition 3.2.4 Given an allegory D with some sharp products and a signature ¥, we
define the following operations on relational Y-algebra homomorphisms:

(i) If ® : A — B is a relational homomorphism, then the converse of ® = (®y)s.5 is
O = (P))s.s-

(i) If &,V : A — B are relational homomorphisms, then their meet is defined component-
wise: (@MW), := P MW,

(iii) Tap:= (Tsa8)ss, if the universal relations Tga (s all exist.
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Proof of well-definedness:
(i) ((@7)sy X == X ()5, )i fAC fB:(@7),
& (O, x o x O BFALT By
& va;(qD; X x g ) @;;fAV fA, 8 mappings, Lemma A.1.2.iii)

& (B, X x By N fEC fAP,

(i) (@MW) x - x (@MW), )i f5
(@, M \1151) cex (B, MW,))s fB
= ((®, cx Dy ) (W, X o x Ty ))ifB Lemma A.2.3
C (D5, X o X By )i fB M (Wyy x - X Wy )i fB
C ff‘@t M fAs\Ift
= fA;(q)t M wy) fA univalent
= fA@nv),
(i) (Tgagm x o X Toa om)if P T Toaypn s = fAT s, since f4 s total. O

Inclusion between homomorphisms may therefore be defined as usual via
PCVY & MUV =9

and this then is equivalent to the component-wise definition of inclusion, because of the
component-wise definition of meet.

Proposition 3.2.5 (s3] Given a locally co-complete allegory D with some sharp
products, a signature ¥, and a set R of relational YX-algebra homomorphisms such that
for every ® € R we have ® : A — B, then the meet over the set R exists and can be seen
as defined component-wise:

(MMR)s =THP:R o &}

Proof: We show that the component-wise definition yields a well-defined relational
homomorphism; by the component-wise definition of inclusion this implies that this is in
fact the meet.

(MR)sy x -+ x (MR)s,):f®
(TH®:Redy})x---x([HP:R & d, }))f"

= [HP:Red, x---xd, })f? Lemma A.2.3

C [H{P:R e (P x---x by )ifB} D locally co-complete

C[H®:R o fA)

= fATH®:R e &,}) f* mapping, Lemma A.1.5
fA;(l—lR)t O

Given the closedness of relational ¥-algebra homomorphisms under converse and arbitrary
meets, properties of relations for these operations are inherited by relational Y-algebra
homomorphisms because of the component-wise definition, so we immediately see that
abstract Y-algebras with relational homomorphisms form a locally co-complete allegory,
which justifies the “relational” part of the name:
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Theorem 3.2.6 (Allegories of X-Algebras) Abstract X-algebras over an allegory D
with some sharp products together with relational ¥-algebra homomorphisms form an
allegory, denoted X-Algp.

If D is locally co-complete, then so is X-Algp. O

This is an important first result; it also provides useful examples of allegories that are not
distributive, as we shall see in Sect. 4.2.
We may observe a few simple facts:

e If D contains a unit 1, then 1y with s'® = 1 for all sorts s and f1= = Ij for all
function symbols f is an abstract X-algebra, and a unit in X-Algp.

e If D contains an initial object (), and ¥ contains no constants, then Oy, with s9= = ()
for all sorts s and f@% = I for all function symbols f is an abstract ¥-algebra, and
an initial object in X-Algp.

Conventional Y-algebra homomorphisms are just mappings between concrete X-algebras
— we denote the allegory of sets and concrete relations with Rel:

Proposition 3.2.7 -7 For every signature ¥ = (S, F, src, trg), conventional Y-algebra
homomorphism are the mappings in X-Alg ;-

Proof: A conventional Y-algebra homomorphism between A and B is a family (Pg)s.s
such that @, is a mapping from s to s for every sort s : S, and for every function symbol
fis1x---x s, —t, the equation

(Psy X oo X (I)sn);fB = fA;q)t

holds in Rel.

Since this equation implies the relational homomorphism condition of Def. 3.2.1, every
conventional Y-algebra homomorphism is a relational homomorphism, and it is a map-
ping because of the component-wise definitions of converse, composition, identities and
inclusion.

In the same way, these component-wise definitions imply that if ® is a mapping in
Y-Algp,;, then @ is a mapping in Rel for every sort s. Since then all ®, are mappings,
®,, x -+ x D, is a mapping, too, and the homomorphism condition

(@51 X X ®5n);f8 E f‘A;¢t

turns into an equality since both sides of the inclusion are mappings. O

3.3 Constructions in »-Algp,

We now show how a few standard constructions on algebras can still be performed in our
abstract relational setting.

Essentially, these are well-known facts from universal algebra. There, however, carrier
sets are not allowed to be empty. Therefore we spell out the proofs and thus show that
this generalisation does not influence the results.
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Subobjects

A partial identity on an object A determines a substructure of A. In the set-theoretic
setting of Chapter 2, a subalgebra immediately is as an algebra in its on right. In the
category-theoretic setting of this chapter, however, there need not exist an object corre-
sponding to such a substructure — for example in one-object allegories.

Therefore, one always has to consider whether a subobject induced by a partial identity
exists. In the language of Freyd and Scedrov, the question is whether a “coreflexive is split”
or not. We stick to a more intuitive language, and define:

Definition 3.3.1 In an allegory D, let a partial identity ¢ : PId A be given. A subobject
for q is a pair (S, \) consisting of an object S and an injective mapping A : S — A such
that ran A = gq.

The allegory D has subobjects iff for every partial identity ¢ : PId.A there is a sub-
object. O

Theorem 3.3.2 Given a signature ¥ = (S, F,src,trg) and an allegory D. Let ¢ : PId A
be a partial identity on an object A in X-Algp. If for every sort s € S, there is a subobject
for ¢s in D, then there is a subobject for ¢ in X-Algp.

Therefore, if D has subobjects, then ¥-Algp has subobjects, too.

Proof: For every sort s € S, the relation ¢, is a partial identity on A4 and we may choose
a subobject (Ss, As) for g5 in D. Then we define S as follows:

e for every sort s € S, the carrier is Sg;

e for every function symbol f : sy X --- X s, — t we define

IS = (Mg, X ooe X Ag, )i SN,
1 n t

Then S is a Y-algebra:

e Univalence of f:

FERLE = MG, X XN Ay X X A, ) AN
T A A (A Ae X o X AL A AN
= )\t;fAv;(Q& Koo X QSn);fA;)‘;
C AsfAsfAN, g, ET
C AsAf f# univalent
cC I A¢ univalent
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e Totality of f:

ST = (Mg x -+ X )\sn) f AT
= <)\51 X - n) ’qt’
| ()\81 X oo X /\Sn) (gs, X -+ X gs, ) fAT g relational homom.
= (Ag X -+ X Asn),(qsl s e, ST A total
O (Nsy3@sy X -+ X Ag,3qs, i T sharp products
= (Mg X Ag, )T
| 771’)\51 ST M- - MmysAg, s T Lemma 3.1.13
= T T, As; total

In addition, A := (Ag)s.s is a relational homomorphism since:

(Agy X -++ % )\Sn);f'A

(Nsiisy X+ X Agyigs, )i fA

(s X - X X, )i(qsy X -+ X qs, )i fA sharp products
(

(

C
T (g, X - X Ag, )if N g relational homomorphism
= (g X X Ag, JifAN N A+ univalent

fS;)\t

In all these arguments, the n-ary products of relations have to be replaced by Ij for
zero-ary function symbols, but this does not change the arguments.
Totality, univalence and injectivity of A are obvious from its definition; we also have

ran A = (ran \s)s:s = (¢s)s:s = ¢ O

Direct Quotients

An injective mapping F' always can be seen as establishing a subobject relation between
its source and target objects: the source is a subobject of the target for the partial identity
FoF.

Dually, for a surjective mapping G : A < B, we obtain an equivalence relation GG,
and G acts as the projection of a quotient of A by this equivalence relation.

In the context of Y-algebras, quotients are taken by congruences, so let us first present
the conventional definition of congruences, adapted to our abstract setting:

Definition 3.3.3 Let a signature ¥ = (S, F, src, trg) be given. For an abstract 3-algebra
A, a X-congruence is a family (Z,)s.s of equivalence relations Z : s4 < s such that for
all function symbols f : s — t in F the following holds:

Esf4 C AR, O

Just as, according to Proposition 3.2.7, conventional Y-algebra homomorphisms turn into
simple mappings in our setting, conventional ¥-congruences turn into simple equivalence
relations:
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—_

Theorem 3.3.4 Let a signature ¥ = (S, F, src, trg) be given. E: A < A is an equivalence
relation in X-Algp iff = is a X-congruence on the X-algebra A.

Proof: Assume Z is an equivalence relation in -Algpy. Then for every sort s : S, the
component Z; is an equivalence relation since reflexivity, transitivity and antisymmetry of
= all propagate to the components via component-wise definitions of the involved opera-
tors, and for every function symbol f : s — t in F the congruence inclusion Zg fA C fAE,
holds since = is a relational homomorphism.

Now assume (Zg)s.s is a X-congruence on A. Then E is a relational homomorphism
because of the congruence condition, and = is an equivalence relation in »-Algp since
reflexivity, transitivity and antisymmetry all follow from the component-wise definitions
of the involved operators. O

Definition 3.3.5 A direct quotient for an equivalence relation Z: A < A is a pair (Q, 6)
consisting of an object Q together with a surjective mapping 6 : A — Q such that 6:6~ = =.

An allegory D has direct quotients iff for every equivalence relation there is a direct
quotient. 0

Theorem 3.3.6 Let an allegory D and a signature ¥ = (S, F, src, trg) be given, and let

Z: A < A be an equivalence relation in X-Algp. If for every sort s € S, there is a direct

quotient (Qg, ds) for E4 in D, then there is also a direct quotient (Q, #) for = in 3-Algp.
Therefore, if D has direct quotients, then ¥-Algp has direct quotients, too.

Proof: For every sort s € S, the relation Z; is an equivalence relation in D, and according
to the assumption we may choose a direct quotient (Qg, 6;) for E5 in D.
Then we define Q as follows:

e for every sort s € S, the carrier is Qy;
e for every function symbol f: sy X --- X s, — t we define

fei= (05 x - x 0, )ifAo; .

S1

Then Q is a Y-algebra:

e f< is univalent since

FEFL = 054505 % e X 05, )5(05, x - < 0 )i fA0
C Htv:fAv;(Hsl;H;l X e X Hsn;ﬁgn)afA;Ht product properties
= 05 fA (S X o X By, )i A,
C etv;fAv;fA;Et;gt = rel. hom.
= 9;;fAv‘fA;9t
E 056 A univalent
C I 0; univalent
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e if f is nullary, then f< is total since
fOT =TpfA0, T =IpfAT =1 T =T ;
otherwise, f€ is total since

FET = (65, %+ x 6 )i A0

= (0, x - x 0, $fAT 0; total
= (05, x - x0; )T fA total
= mpb T . Nmsbg T Lemma 3.1.13
= T MmsT 05, surjective
= T . total.

Now let 6 := (05)s.s. Then 6 is total, univalent and surjective because its components are,
and it is a relational homomorphism from Q to A:

(981 X o0 X an);fQ
(05, X -+ % 05, )3(05, x -+ x 0 )s fA0;

T (05,30, x -+ x 0,305 )i fA0, product properties
= (B4 X - x By, )ifA0
C fAZs0, = relational homomorphism
= f A;at
The equation ;60 = = follows from the component-wise definition of 8, too. O

Direct Products

Being careful not to unnecessarily assume existence of all direct products, we see that for
the existence of the direct product of two algebras, the direct products of the corresponding
carriers in the underlying allegory have to exist.

It is therefore possible that in some suitably chosen suballegory of ¥-Algp all products
exist, although not all products exist in the corresponding suballegory of D. In such a
suballegory of ¥-Algp, certain objects of D would occur as carriers only for certain sorts,
and other objects for other sorts. Since such a suballegory might be induced by laws, this
could give rise to interesting constellations.

Theorem 3.3.7 Let an allegory D, a signature ¥ = (S, F,src,trg), and two objects A
and B in ¥-Algp be given. If for every sort s € S, there is a direct product for s and 8
in D, then there is a direct product for A and B in X-Algp.

Therefore, if D has direct products, then > —Algp has direct products, too.

Proof: For every sort s : S, let us assume a direct product (Ps, 7, p,) of s* and sB.
Then we let P be defined by these Ps as carriers and by defining for every function symbol
f:s1 x - x s, —t the mapping

fp = (71-31 X X Wsn);fA;ﬂ; M (1051 X X psn);fB;ptv

(For zero-ary function symbols c : ¢, this degenerates to c® := cAmr; ncb; ptv, but this does
not affect the following arguments.)
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For showing totality of f¥, we use essentially the argument of Lemma 3.1.13:

f iTr x
= ((m, x - x 7 i fAm 1 (py, X -Xpsn);fB;p[);TtAxts,x
= ((m, x - xm, ) fA’W M (Psl e Psn);fB;P;);Wt;TtAxtB,X 7, total
= ((my, X - x 7y o f AT (o, X - % pg )ifPop ) Ty m, univalent
= ((7%1 X sn) fA M (Psl - X psn);fB;—n—tB,tA);-”—tA,X
J ((Wsl X )f Ml (Psl X X psn);fB;TtB,X;TX,tA);-"—tA,X
J (m, x- T, JifAT A A (ps, X X psn);fB;"ﬂ'tsﬂ modal rule
= (g X X T e sest 2 (g X X5, ST s v A, 17 total
7['1y7T515-|.|_814X M...Nmm, -"_SA x Mg, T B M. ”Wn;ﬂsn;ng,x 3.1.13
= -”-sfx-- xsP X ., T, total
Univalence
(fP)f7
= (ms(fA)(m xoxm )Mps(f5)5(p X - % py))s
(Mgy X oo X 7y VAT (pyy X oo <y )i fBp))
O (A e X iy X e x )i fA T
s (fB)5(py < - p )ilpsy, X - g )i fBop”
C 7rt;(fA)v;(7r;;7T X e X 7TL;L§7TSH)?fA;7TtV M
pts(fB) (0535 X 700 X psvn;psn);fB;p; dir. prod. properties

T, » P, Univalent

C mp(fA) s fAm M gy (fB)“;fB;@“
C Trtnr; Mpsp, A, fB univalent

Furthermore, m, := (7,)s:s and py, =
tive, and they are also relational homomorphisms as we show only for 7 :

(ps)s:s are by definition total, univalent and surjec-

P

(my %o X, oA
= <7r51><m o )i T
= (m XX ) f M (ps, XX pg, )T g ga ps, total, Lemma 3.1.13
= (m, x - ) M(ps, X o0 X psn);fB;—"—tB,tA fE total
= (m, X T, JifA T (pyy X - % Psn);fB;p;;m
= ((my x - x Wsn)?f aa (ps1 - X pSn)sz;pt);ﬂ't 7, univalent
= P

The direct product properties all follow from the component-wise definitions of the oper-

ations involved.

O
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Interestingly, even if every product in D contains at least one surjective projection (as for
example in Rel), this need not be the case in X-Algp.

For a simple example, consider the following two sig TwoSets-algebras A and B:
° ’P'A:{O}, QA=
o PE=0, QF = {1}

Their direct product has empty sets for both carriers, but neither of the projections is
surjective.



Chapter 4

Dedekind Categories of Graph Structures

While in general, subalgebra lattices need not even be modular, we have seen in Sect. 2.4
that subalgebra lattices of graph structures are completely distributive complete lat-
tices. In the last chapter, we have established that relational homomorphisms between
Y-algebras form locally co-complete allegories — this implies that homsets are lattices,
but there is not very much known about the structure of these lattices.

In this section we show how for unary signatures, we obtain complete distributivity
in the homsets, and also the corresponding distributivity over composition. Therefore,
for every unary signature 3, the unary X-algebras together with relational Y-algebra
homomorphisms form a Dedekind category.

Dedekind categories are, informally speaking, heterogeneous relation algebras without
complement. So they still impose quite a lot of structure, and it is not obvious how
Dedekind categories might be a useful framework for the study of rewriting.

Hitherto, Dedekind categories have been studied mostly in the context of fuzzy rela-
tions, for which they form a useful abstraction, see | , ]. There, representation
theorems are given which state that Dedekind categories where certain point axioms involv-
ing “crispness” concepts hold are equivalent to matrix algebras over lattices of “scalars”.
Crispness and this kind of point axioms turn out to be rather natural in the context of
fuzzy relations.

In the Dedekind categories of graph structures that we present in this chapter, fre-
quently only universal relations are crisp, and points are rare, so their additional structure
is relatively uncharted.

We start with introducing the necessary background on Dedekind categories. We then
show in Sect. 4.2 that even when considering general abstract -algebras over a Dedekind
category, we do not obtain a Dedekind category again. For this, the restriction to unary
signatures is sufficient (and, in general, necessary), as we shall see in Sect. 4.3.

We then show how pseudo-complements and semi-complements can be calculated in
Dedekind categories of graph structures.

In addition to the constructions from Sect. 3.3, these Dedekind categories also permit
direct sum constructions, as we shall see in Sect. 4.5.

Finally, we explore how the concepts of discreteness and solidity behave in concert
with relational homomorphisms.

4.1 Preliminaries: Distributive Allegories and Dedekind Categories

To the structure presented so far, we now add the possibility of finding joins and a zero
together with distributivity of composition over joins.

Definition 4.1.1 A distributive allegory is a tuple
C = (Objc,Morc,_: -« _, 15,7, M,U, 1) where the following hold:

84
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The tuple (Objc, Morg, - : - < _, 1,57 ,M) is an allegory, the so-called underlying
allegory of C.

Every homset Mor¢[A, B] carries the structure of a distributive lattice with L4 5 for
join, and zero element 1 4 3.

For all objects A, B and C and all morphisms @ : A < B, the zero law holds:
Qlge=1Lac -
For all Q : A« B and R, R : B < C, join-distributivity holds:
Q(RUR)=QRUQR . O

Interaction between arbitrary joins and composition is covered by the concept of local
completeness, for which we just reformulate the definition of | , 2.22]:

Definition 4.1.2 A distributive allegory is locally complete if every homset is a completely
upwards-distributive complete lattice, and if composition distributes over arbitrary unions,
that is, given @ : A <> B and a subset R of Mor[,(], one has

Q(LIR)=HR:R e Q:R} . O

For our concept of local co-completeness (Def. 3.1.6) to continue to make sense in dis-
tributive allegories, we have to cover the interaction between joins and arbitrary meets,
too:

Definition 4.1.3 A distributive allegory D is called locally co-complete iff its underly-
ing allegory is locally co-complete, and every homset lattice is completely downwards-
distributive.

Definition 4.1.4 Let a category C be given.

e C has right residuals if for every two morphisms P : A — B and R : A — C, their
right residual P\R : B — C exists, where the right residual is defined by

PXCR & X C P\R forall X : B—C.

e C has left residuals if for every two morphisms Q) : B — C and R : A — C, their left
residual R/Q : A — B exists, where the left residual is defined by

YiQC R & YCR/Q forall Y : A — B. O

In allegories, existence of left residuals follows via conversion from existence of right resid-
uals, and vice versa.

It is easy to see that locally complete distributive allegories have residuals.

Olivier and Serrato introduced Dedekind categories as categories with residuals, where
homsets are complete lattices, and where there is a conversion operation for which a modal
rule holds [ |. Today, it is well-known that Dedekind categories are exactly locally
complete distributive allegories with explicitly listed residuals.

For us, the precise distinction between primitive and derived operations is irrelevant,
so we define:
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Definition 4.1.5 A Dedekind category is a locally complete distributive allegory. O

In the sequel we use the name “Dedekind category” mostly because it is well-introduced,
and considerably shorter than “locally complete distributive allegory”.

Residuals allow us to directly define useful operations that provide access to that part of
a relation that is univalent respectively injective from the point of view of the domain:
Definition 4.1.6 In a Dedekind category, for a relation R : A < B we define

e its univalent part upaR: A« BasupaR:= RMNR\IL,

e its domain of injectivity injdom R : PId A as injdom R := 1M (R:R")\I, and

e its injective part ipa R : A < B as ipa R := (injdom R):R. O
Note that with our definition here, the injective part is not just the converse of the
univalent part of the converse! The domain of injectivity injdom R may in general be

smaller than the range of upa (R”). In Lemma A.3.1 we show that the univalent part
deserves its name; see also | , 4.2.8].

Lemma 4.1.7 [—192
o If R is total, then injdom R = (R:R™)\I.
e ipa R is injective.

Proof:

o If R is total, then I C R:;R™, and since the right residual is antitonic in its left
argument, we have (R:R7)\I C I\I = 1.

e ipa Ri(ipaR)” (injdom R); R: R sinjdom R

= (injdom R):RR(I M (R:R)\I)

(injdom R): R:R™5((R:R™)\I)

injdom Rs1 residual property

I L

M1

Local completeness implies that in Dedekind categories, homsets are pseudo-complemented
lattices; however, we reserve shall rarely need relative pseudo-complements in the lattices
of complete homsets, and frequently need relative pseudo-complements in the sublattices
of partial identities. Therefore, we introduce a new symbol = to denote relative pseudo-
complement of arbitrary relations, and reserve the conventional notations for use in the
sublattices of partial identities. The notation p — ¢ of Def. 2.6.1 will only be used for
partial identities p and ¢ on the same object, say A, and denotes the partial identity on A
which is the relative pseudo-complements of p wrt. ¢ in the lattice of partial identities on .A.
In the same way, we restrict the notation r™ for pseudo-complements to partial identities.
These operations can be defined via =; for every two partial identities p,q : PId A we
define:
p—q:=IN({p=yq) , pr=p—>L=IN(p=1).

Since we even more frequently need semi-complements, we introduce a stronger variant of
Dedekind categories:



4.1. Preliminaries: Distributive Allegories and Dedekind Categories 87

Definition 4.1.8 A strict Dedekind category is a locally complete and locally co-complete
distributive allegory. O

In a strict Dedekind category, homsets are therefore also semi-complemented lattices, and
we use the notation R ~ S of Def. 2.7.1 also for relative semi-complements of arbitrary
relations. If p,q : PId A are partial identities, then p \ ¢ is a partial identity, too, so we
need not make a notational distinction here. However, we reserve the semi-complement
notation p~ to be used only in lattices of partial identities, so we have p™~ :=1 \ p.

We now introduce a concept that is closely related with semi-complements, and which is
going to be extremely important in the context of graph transformation.

When injectivity of a relation R : A < B is required only on a part of A, the idiom “¢;R
is injective” for some partial identity ¢ is often not sufficiently expressive. For example,
the following relational graph homomorphism is injective on all edges, but there is no
partial identity that includes only edges, but no vertices.

o

——>r—>

This morphism is, however, almost-injective besides the partial identity containing all
vertices of A (the discrete base of A), in the sense of the following definition:

Definition 4.1.9 Given two partial identities u, v : PId A, a relation R : A < B is called
almost-injective on u besides v iff

wRiR CuluvRR .
Furthermore, R is called
e almost-injective on u if R is almost-injective on u besides u"™,

o almost-injective besides v if R is almost-injective on v™ besides v, and

e almost-injective if R is almost-injective on dom R besides (dom R)™. O

Note that this definition has a shape that does not allow to relate any kind of almost-
injectivity of R on u with injectivity of wR.
Obviously, if R is almost-injective on u besides v and u C dom R, then we have the
equality
wRR =ulwuRiR .

Furthermore, we have:

Lemma 4.1.10 For two partial identities u, v : PId A with ullv J I, arelation R : A — B
is almost-injective on u besides v, iff

wRR CulwvRR v ,

and therefore also iff
RR = wdomRUvR:R 5v .



88 4. Dedekind Categories of Graph Structures

Proof: “«<” is obvious, so we only need to show “=":

whiR™ C uwUuvlRR R almost-injective on u besides v
= wldvRRsuUvRiR v =ulv
C vUuUvRRvUuRR v R almost-injective on u besides v
= uwUuvRR5v O

4.2 Joins in General >-Algebra Allegories

The existence of arbitrary meets, as seen above in Proposition 3.2.5 for ¥-Algp over locally
co-complete D, implies that, in analogy to Theorem 2.3.6, there also is a relational mor-
phism closure for Y-compatible families of relations between to Y-algebras. This closure
is, in the same way as the subalgebra closure, defined as a meet. If we now also have joins
available in D, then we may also obtain it via joins, similar to the joins in Theorem 2.3.6.

Theorem 4.2.1 931 Let a signature X = (S, F, src, trg) and a Dedekind category D be
given. If A and B are abstract X-algebras over D, and R := (R;):.s is a family of relations
such that Ry : t4 < B, then we define the relational morphism closure of R as the least
relational Y-algebra homomorphism C' from A to B such that R; C C} for every sort ¢ : S,
or equivalently as the following meet:

RMCesp(R) = {Q: A—B|(Vs:Se R, CQy)} .

Then RMCy, p(R) is the least ¥-compatible family C' := (C}).s of relations such that for
every sort t : § the following holds:

Cr=RU|5:S5f:F|f:58—te(fA)5Csf5)

Proof: First we have to show that the two variants of the definition are equivalent, that
is, that the set @ :={Q : A~ B| (Vs:S e R; C @)} does indeed have a least element.
For this, it is sufficient to show [ ] Q@ € Q. Since with Proposition 3.2.5, meets may be
taken component-wise, we have the following for every sort ¢ : S:

(MQ)y = [HR: Qe Q}=THQ: A= B[(Vs:S e R;EQs) ® Qt}
3 [HT:t" -8 | RyCT} =Ry

Therefore, [ 1 Q € Q, and we may turn to showing the join formulation:

RCC

(Vt:Se R, CC,) A CisX-morphism

(Vt:SeR,CCy) AN (V5:8%t:8;f:F|f:5—teCsfBC fAC
Vi:SeR,CCy A V5:8%f:F|f:5—teCsfBPC fAC

Vi:SeR,CCy AN V5:8%f:F|f:5—te(fA)CsfBLCC A.1.2.ii1)
Vi:SeRU|{5:Sf:F|f:5—te(fA)CsfB}CC, O

S R
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The importance of this join formulation lies in the fact that it can easily be used to
formulate algorithms for calculating relational morphism closures. If ¥ is acyclic, then a
topological ordering of the sorts produces a program with a primitively-recursive top-level
structure on top of operations in D. This is the case for graphs since sigGraph is acyclic,
and we obtain the following (£ and V are the sorts for edges and vertices, and s and ¢ are
the function symbols for source and target of edges):

(RMCsp(R))e = Re
(RMCsp(R))y = RyU (s Reis® U (t4) Ret?
If the signature has cycles, then the necessary fixpoint iterations can be tamed by perform-

ing them separately inside every strongly connected component, and globally proceeding
along a topological ordering of the strongly connected components.

Since the existence of arbitrary meets in 3-Algp over locally co-complete D implies the
existence of arbitrary joins, the above theorem also provides the way to calculate these
joins:

Corollary 4.2.2 93 Let a signature X = (S, F, src, trg), a Dedekind category D, and

two abstract Y-algebras A and B over D be given.
If R is a set of relational Y-algebra homomorphisms from A to B, then

|_|R = RMCXLD(('_'{R : R [ ] Rt})t:S) .

In particular, 145 =RMCsp((Lias)rs) and RUS =RMCep((RUSies) - O
Since the simplest join is the empty join, let us first consider least elements in the homsets
of Y-algebra allegories. Here, the zero law of distributive allegories does not hold in the
presence of constants; for an example of this effect consider the algebra A over the signature
sigC1 where the carrier has two elements: N4 = {0,1}, and the constant is one of them:
c* = 1. Then it is easy to see that L4 yra = {(1,1)}, and with R := {(0,1), (1,1)} we
have Rl = R # L.

Non-empty joins are by their definition least upper bounds wrt. inclusion, and therefore
naturally obey the lattice laws. However, in the presence of binary operators, lattice dis-
tributivity need not hold: since the subalgebra lattice is isomorphic to the lattice of partial
identities, a counterexample has been seen on page 40. Join-distributivity of composition
need not hold, either, as the following (computer-generated) example demonstrates.

Example 4.2.3 Consider the sigBl-algebras A and B with N4 = N'B = {1,2}, and the
following interpretations of the binary function symbol f:

FA) =2 f3<x,y>={ o te=2andy =
2 otherwise
Let us now consider the following relational homomorphisms:
R:B—B R = {(2,1),(2,2)}
S:B<B S = {(1,1),(2,2)} =1
Q:A~B Q@ = {(1,1),(21),(2,2)}
Then Q(RUS) =T ZQ=QRUQ:S. O
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4.3 Relational Homomorphisms Between Graph Structures

Graph structures are X-algebras over unary signatures, and unary signatures have been
introduced in Def. 2.2.1 as special cases of general signatures. Since from now on, we
shall be concerned only with unary signatures, we may as well give a specialised, simpler
definition:

Definition 4.3.1 A unary signature is a graph (S, F,src,trg) consisting of
e a set S of sorts,
e a set F of function symbols,
e a mapping src : F — § associating with every function symbol its source sort, and

e a mapping trg : F — § associating with every function symbol its target sort. O

Of course, we continue to write “f : s — ¢” for a function symbol f € F with src(f) = s
and trg(f) = t. We now also consider all unary signatures introduced before as unary
signatures in the sense of this definition.

The definition of a signature as a graph (obviously, S is the interpretation of V, and
F that of £) allows us to use the fact that contained in every Dedekind category D there
is the category Map D having the same objects, but only all mappings as arrows, and
underlying this category is a graph that ignores composition and identities. This gives
rise to a slightly more abstract definition of abstract unary X-algebras:

Definition 4.3.2 Given an allegory D and a unary signature X, an abstract unary -
algebra is a graph homomorphism from ¥ to Map D. O

More intuitively, this means that for every abstract unary >-algebra A, there are (we
continue to use the notation of Def. 3.2.1)

e for every sort s € S, an object s* € Objp, and
e for every function symbol f € F with f : s — t a mapping f*: s* — t* in Map D.

This corresponds to the view of Def. 3.2.1, except that we do not need any products
anymore.

We also restate the definition of relational homomorphisms, since the homomorphism
condition now looks much simpler:

Definition 4.3.3 22 Given a unary signature X = (S, F,src,trg) and two abstract
unary X-algebras A and B over D, a relational X-algebra homomorphism from A to B is
an S-indexed family of relations ® = (®;)scs such that

e &, : 54— B and
o for all f € F with f:s — t we have &, f8 C fAd,. O

Accordingly, also the proofs of the category and allegory properties carry less syntactical
ballast; we restate them for the benefit of readers who skipped the last chapter:
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Proposition 4.3.4 Given an allegory D and a unary signature ¥ = (S, F, src, trg), rela-
tional Y-algebra homomorphisms form a category, where composition and identities are
defined component-wise.

Proof: First we show that I 4 is a relational »-algebra homomorphism:

A A

o (Ig)s=1TI4a:5" < s and
o forall f € F with f:s — t we have (I4)sfA = L fA = fATLA = fA(T4):.

Now we show well-definedness of composition: Let ¥ : 4 — B and ¥ : B — B be relational
Y-algebra homomorphisms, and = := ®:U, then:

e =, =d,T, : 54— €, and
e for all f € F with f: s — t we have

S fC = DU fC C &80, C fADsT, = fAS, .

Associativity of composition and the identity laws follow via the component-wise defini-
tions. ]

Definition 4.3.5 o1 Given a distributive allegory D and a unary signature 3, we
define the following operations on relational Y-algebra homomorphisms:

o If : A — B, then the converse of & = (Py)ses is P := (P})ses-

o If & W: A — B, then their meet and join are defined component-wise:
(PMIW), =D, MYy and (PUW), =D, LWy

o lgp:= (JLSA’SB)SeS. O

Proposition 4.3.6 The operations of Def. 4.3.5 are well-defined.

Proof: For converse, we need the fact that f4 and f2 are mappings, for being able to
apply Lemma A.1.2.iii):

(@) fAC [P0 & uft C B & fFha  C o ft & ouff T fA,
For meet, we need univalence of fA.

(Q) 1 \I/)s?fB = ((I)s M \I/S);fB C (I)S;fB M lIls;fB
(@UU)sfB = (B UT)fB = dgfBLb,fB

fAD N AT, = fADND),

c
C fA0, U AT = fA@UD),

The zero law is essential for the empty relation: 1:f8 = 1L = fAL. O
Given the closedness of relational Y-algebra homomorphisms under converse, meet, and

join, properties of relations for these operations are inherited by relational ¥-algebra ho-
momorphisms because of the component-wise definition.
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Therefore, we immediately see that abstract unary Y-algebras with relational homo-
morphisms form a distributive allegory, where the inclusion ordering between standard
homomorphisms is again defined component-wise (and we shall write C for this ordering,
t00).

Theorem 4.3.7 Abstract unary Y-algebras over a distributive allegory D together with
relational unary ¥-algebra homomorphisms form a distributive allegory. O

It is easy to see that well-definedness of joins and meets continues to hold when generalised
to the infinite variants:

Definition 4.3.8 (93] Given a strict Dedekind category D, a unary signature > =
(S, F,src,trg), and a set R of relational Y-algebra homomorphisms such that for every
® € R we have ® : A — B, then the meet and join over the set R are defined component-
wise:

MR)s=TH{®:Red} and (LIR)s=[[{P:R e d,}
Proof of well-definedness:

(MR)s f? (MH{®: R o @.}):f"

[H{®:R e O f5} local co-completeness
[HP:R e fAD}

FATH® : R e &;)) fA univalent, Lemma A.1.5
= AR

(LIR)ff = (LI{®:R o ) fP

LH{®:R e d:f5} local completeness

L{®: R o fAd,)

FA(LHP R o 4)) local completeness

= fAUR) O

Therefore, we also inherit local (co-)completeness from the component relations.

Local completeness in turn implies existence of residuals. However, we do not inherit a
component-wise definition of residuals, since such a component-wise residual is in general
not a legal homomorphism. (Where the component-wise residual is a homomorphism, it
is of course also the residual of homomorphisms.)

Relational unary Y-algebra homomorphisms, even between abstract unary -algebras
over a relation algebra!, are also not (in general) closed under component-wise comple-
mentation. Even given the smallest and largest homomorphisms I and T, the ordering
C is not complementary.

Therefore we have:

M1

I 1

Theorem 4.3.9 (Dedekind category of graph structures) For every unary signa-
ture ¥ = (S, F,src,trg), abstract unary Y-algebras over a strict Dedekind category D
together with relational unary X-algebra homomorphisms form a strict Dedekind cate-
gory, a Dedekind category of graph structures, denoted ¥-GSp. O

YA relation algebra is a Dedekind category where every homset is a Boolean lattice.



4.4. Pseudo- and Semi-Complements in 3-GSp 93

4.4 Pseudo- and Semi-Complements in X-GSp

Remember that subalgebra closure (Theorem 2.3.6) is natural for arbitrary signatures,
while the subalgebra kernel (Theorem 2.4.6) required unary signatures. In the same way,
the dual of Theorem 4.2.1 only works well for unary signatures:

Theorem 4.4.1 Let a unary signature ¥ = (S, F,src,trg) and a Dedekind category D
be given. If A and B are abstract Y-algebras over D, and R := (Ry).s is a family of
relations such that Ry : t* < tB, then we define the relational morphism kernel of R as
the greatest relational ¥-algebra homomorphism K from A to B such that K3 C R, for
every sort s : S, or equivalently as the following join:

RMKsp(R) = {Q: A= B|(Vt:S e QT Ry} .
Then RMKy, p(R) is the greatest X-compatible family K := (Kj)s.s of relations such that
for every sort s : S the following holds:
Ky=R,N[{t: 8 f:F|frs—te fAK ()}

Proof: First we have to show that the two variants of the definition are equivalent, that
is, that the set @ := {Q : A < B | (Vt : S @ Q+ C R;)} does indeed have a greatest
element. For this, it is sufficient to show | | @ € Q. Since with Def. 4.3.8, joins may be
taken component-wise, we have the following for every sort s : S:

(LIQ)s = LHQ: Qe @} = HQ: A= B|(vt:SeQ LR Q}

C |LH{S:s" < s%|SCR,}
= R,

Therefore, | | Q@ € Q, and we may turn to showing the join formulation:

KCR

(Vs:Se KsC Ry) A K is Y-morphism

(Vs:SeK,CR,) AN (Vs,t:S;f:F|f:s—teKgfPC fAK)

Vs:SeK,CR, N Vt:S8;f:F|f:s—teKsfPC fAK,

Vs:SeK,C R, N Vt:S;f:F|f:s—teKsCT fAKs(fB)” A.1.2.ii)

Vs:Se K,CRN[{t:S;f:F|f:5—te fAKs(f5)} O

te o

For non-unary signatures, what fails is the equivalence of the two definition variants: as we
have seen in Corollary 4.2.2, for non-unary signatures, joins are not defined component-
wise, and @ will, in general, not have a greatest element. In such a case, the join in
the definition of RMKyx, p(R) is not contained in R, while the meet formulation always is
contained in R — it then calculates the intersection of all maximal elements of Q.

For unary signatures, the relational morphism kernel can, by this theorem, be calcu-
lated essentially in the same way as the closure, and reduces to a simple shape for acyclic
signatures. For graphs, we have:

(RMKsp(R))y = Ry
(RMKsp(R))s = ReMsARys(sB)" MtARy(15)”

Because of the dual definitions of pseudo-complements and semi-complements we then
obviously have the following dual expressions:
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Corollary 4.4.2 s  Let a unary signature 3 = (S, F,src,trg) and a strict Dedekind
category D be given. If A and B are abstract -algebras over D, and @, R are relational
Y-algebra homomorphisms from A to B, then

Q = R =RMKs p((Qs = Rs)s:s) and Q~R=RMCyp((Qs \ Rs)s:s) - O

4.5 Constructions in Y-GSp

The constructions of Sect. 3.3 can of course all be used for graph structures, too. Direct
definitions of the constructions and proofs of their correctness would be much simpler
since with unary signatures, there is no need to handle argument tuples. However, there
is no additional insight to be gained, so we do not re-state the definitions and proofs for
subobjects, quotients, and direct products.

Let us only mention that in a direct product graph structure P for A and B, the
interpretation of a function symbol f : s — t is now a simple direct product of the
interpretations in A and B:

7= 1A% P = mo fAm M fPpr

One construction has been conspicuously missing in Sect. 3.3, namely that of direct sums:
Since the characterisation of direct sums involves joins, it could not be treated in the raw
allegory setting.

Definition 4.5.1 In a distributive allegory, a direct sum for two objects A and B is a
triple (S, ¢, k) consisting of an object S and two injections, i.e., relations ¢ : A < S and
K : B < S for which the following conditions hold:

v =14 , wiKk =1g , vk =1lap , iUk =1g . O

For graph structures, direct sums can be constructed component-wise”:

Theorem 4.5.2 Let a unary signature X = (S, F, src, trg) and a strict Dedekind category
D be given. Let A and B be two objects of 3-GSp. If for every sort s € S there is a direct
sum (Cs, tc,, ke, ) for As and B in D, then there is also a direct sum (C, ¢¢, k¢) for A and
B in X-GSp.

Therefore, if D has direct sums, then X-GSp has direct sums, too.

Proof: For every sort s € S, choose a direct sum (Cs, tc,, k¢, ). Let C be defined by these
Cs as carriers and by defining for every function symbol f : s — ¢ the mapping

C - ~ . B
= LCS;fA?LCt U ke f7ske,

All these f€ are by definition total and univalent.

It is well-known that in the category Map (Z-Alg Get) of conventional ¥-homomorphisms, there are
categorical sums, but they cannot be constructed component-wise: the carriers have to be closed recursively
under the images of more-than-unary operators in their applications to elements of different components.
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Furthermore, (¢ := (t¢,)ses and k¢ := (K¢, )ses are by definition total, univalent and
injective, and they are also relational homomorphisms, as we show only for ¢¢:

Lcs;fc = LCS;LE,S;f‘A;LCt L LCS;ﬁES;fB;fQCt = fA;LCt

The direct sum properties all follow from the component-wise definitions of the operations
involved. O

4.6 Discrete Relations

In Sect. 2.9, we introduced concepts like discreteness and solid parts for elements of com-
pletely distributive complete lattices. Now we have such lattices as homsets of strict
Dedekind categories, so we could also use all these concepts for arbitrary relations. How-
ever, it seems more natural to keep the application of these concepts restricted to the
domain of substructures they had been designed for. Therefore, we shall use all the con-
cepts of Sect. 2.9 only inside lattices of partial identities in Dedekind categories, so we
may talk about discrete partial identities, or about one partial identity being a solid part of
another. Since we have a one-to-one correspondence between subalgebras of a (concrete)
algebra A and partial identities on A in the corresponding concrete Dedekind category,
the explanations of Sect. 2.9 carry directly over to this setting.

Furthermore, predicates that have been declared for whole lattices in Sect. 2.9, are
now carried over to objects, too. For example, A is connected iff (PId A, C) is connected
as a lattice (see Def. 2.9.6).

Starting from this basis, we now introduce further concepts in this context for mor-
phisms of Dedekind categories, i.e., for (abstract) relations.

Definition 4.6.1 A relation Q : A < B is called range-discrete iff ran Q) is discrete, and
domain-discrete iff dom (@) is discrete. O

Definition 4.6.2 A Dedekind category is called discreteness-preserving iff for all relations
Q: A Band S: B+« C we have
@ range-discrete = ;S range-discrete
S domain-discrete = (S5 domain-discrete O

In a discreteness-preserving Dedekind category we have equivalence of domain- and range-
discreteness:

Q range-discrete = (@~ range-discrete
ran (@Q:Q") discrete
ran ) discrete

dom @ discrete

() domain-discrete

S

= (@ range-discrete analogously

Therefore, we define a common name:

Definition 4.6.3 In a discreteness-preserving Dedekind category, a relation @ is called
discrete if it is range-discrete. O
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Note that this notion of discreteness concepts for (heterogeneous) relational (graph) ho-
momorphisms is not related with discreteness concepts for homogeneous relations that
directly represent graphs, as for example in | , Def. 6.5.4].

From the definition it is obvious that for a discrete relation ) in a discreteness-
preserving Dedekind category also its converse )7 and arbitrary compositions P;Q) and
@S are discrete, and also arbitrary meets, since every relation R C @ is discrete, too.
Even joins preserve discreteness:

Lemma 4.6.4 If for a subset Q of a homset Mor[A, B,] every element of Q is range-
discrete, than | | @ is range-discrete, too.

Proof: Range-discreteness of | | Q follows from Lemma 2.9.3 since

ran (| ] Q)= {Q: QeranQ} . O

This demonstrates that the join over all discrete partial identities on an object is discrete,
too, and therefore allows us to define:

Definition 4.6.5 For an object A in a Dedekind category, we denoted with D 4 : PId . A
the discrete base of A, defined as the maximal discrete partial identity on .A:

Dy := | |{q:PId A| q discrete} O

When we consider Y-GSy over a relation algebra R, then ®; \ Z; = &, M =, and also

<I>t\(<I>t\Et):¢tﬂ¢tﬂ§t:¢tﬂ(@u5t):q>tﬂ5t .

However, from the relational morphism closure formulation for the semi-complement
(Corollary 4.4.2) we easily see that

PN (PNE)=DNE
will hold in general only under the following restrictions:
(i) X is acyclic

(ii) @5 = L if s is not a sink sort, i.e., &; = 1L whenever there is some f € F such that
fi:s—tforsometeS.

Item (ii) characterises discrete morphisms in -GSy if ¥ is acyclic, and the following result
is then obvious:

Theorem 4.6.6 If R is a relation algebra and X is an acyclic graph, then »-GSg is
discreteness-preserving. O

Nevertheless, ¥-GSg will only be border-discrete if in addition there are no sorts in X that
are source and target of different function symbols:
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Theorem 4.6.7 If R is a relation algebra and > is a bipartite graph, then »-GSgr is
border-discrete. O

One way to obtain such strong results for more complicated signatures X is to restrict the
unary algebras under consideration: Together with X-GSp, also every full subcategory is
a Dedekind category.

For example, simple sink sorts may be replaced by strongly connected components for
which all internal cycles are always interpreted as identities.

Definition 4.6.8 For a partial identity ¢ : PId A, we let sol ¢ : PId A denote its solid part,
defined as
solg:= | |{p: PId A |pLC q, and p solid} . O

Lemma 4.6.9 If R: A < B is an arbitrary relation in a border-discrete Dedekind cate-
gory, then
ran (R:(ran R)™) C sol ((ran R)™)

Proof: This follows immediately from Lemma 2.9.13. O

Lemma 4.6.10 Let a discrete relation @ : A < B and a partial identity » : PId B be
given. If there is a solid partial identity ¢ : PId B such that ¢ C r and ranQ Mr C ¢, then
g~ran@ =q and r \ ranQ = r, implying in particular (ran @)~ = I.

Proof: Since discreteness of ) means that ran @ is discrete, this follows immediately
from Lemma 2.9.15. O

Lemma 4.6.11 97 If ¢ : PId A is solid and R : A «» B is univalent and ¢ C dom R,
then ran (¢:R) is solid, too.

Proof: Assume u : PId B is discrete, and u C ran (¢:R). Then:

(ran(¢R)~NuCY < ran(¢gR)CY Uu
= ¢gLCran(YsR")Uran(wR) gCdomR
< ¢qCran(Y:R")Udom (Rsu)
< g~dom (Rwu) Cran(Y:R")
< gLCran(Y3R) q solid, R:u discrete
= ran(¢gR)CY R univalent

This shows ran (¢:R) C (ran (¢sR)) \ u, and we have equality since the opposite inclusion
is trivial. Therefore, ran (¢;R) is solid, too. O

Definition 4.6.12 A relation R : A < B is called solid iff for every solid partial identity
q : PId A, its image ran (¢:R) is solid, too. O

Lemma 4.6.11 shows that mappings are solid. In general, however, we need not demand
totality; it is sufficient if sol I = dom R, and it should also be possible to find a more general
condition than univalence.



Chapter 5

Categoric Rewriting in a Relational Setting

Most of the categoric approach to graph transformation relies on the category-theoretic
notion of pushouts, and our aim is, roughly, to provide a variant of the double-pushout
approach that accommodates “graph variables” and relational matching, and where repli-
cation of the images of variables will be possible.

Replication is notoriously impossible with pushouts, but is inherent in the dual concept
of pullbacks. Accordingly, there is a lesser-known variant of the categoric approach that
uses pullbacks for graph transformation, put forward by Bauderon and Jacquet | ,

, BJ9G, BJO1].

However, that approach never really gained popularity, probably mostly because its
rules as such appear to be quite unintuitive and usually have to be regarded as “en-
codings” of the rules of other approaches. With that encoding attitude, however, the
pullback approach is able to cover most popular approaches to graph rewriting, including
the double-pushout approach.

We now study pushouts and pullbacks of mappings and the respective complements,
and also pushouts of partial functions, in the relational setting. Pullbacks are covered by
the concept of tabulation, a name introduced by Freyd and Scedrov [ , 2.14]. Relational
characterisations of pushouts and pushout complements have been achieved by Kawahara
[ |, using the setting of relations in a countably complete topos. This setting can, at
least for our purposes here, safely be considered as a special case of the Dedekind category
setting.

For pullback complements and pushouts of partial functions we are not aware of any
previous relational characterisation.

Although pushouts are more wide-spread in graph rewriting and maybe easier to un-
derstand, it turns out that pullbacks can already be handled appropriately on the allegory
level while pushouts require transitive closures, and thus local completeness. Therefore,
we start with pullbacks in an allegory setting, and thereafter treat pushouts in a Dedekind
category setting.

Throughout this chapter, we employ the simple but useful category-theoretic concepts of
span and cospan to achieve more concise formulations.

A span is an ordered pair (f, g) of morphisms f: A — Band g: .4 — C with the same
source. Such a span is often written B-L-A-9.cC.

Analogously, a cospan is an ordered pair (h, k) of morphisms h: B — Dand k:C — D
with the same target, written B—2»D<E (.

Since allegories and Dedekind categories are categories, too, we may use these notions
for arbitrary relations with common source or target, respectively. Usually, the com-
ponents of a (co)span are taken from the allegory or Dedekind category of the current
discussion.

In this chapter we investigate category-theoretic concepts in their application to the
category of mappings contained in an allegory. Therefore, we frequently have to explicitly

98
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state if a span is intended to be in the mapping category Map D instead of in the allegory
or Dedekind category D of the current discussion.

5.1 Pullbacks

The category-theoretic notion of pullback is one special case of what is called a “limit” in
category theory:

Definition 5.1.1 14 In a category C, a pullback for a cospan B-teD<kE Cisa
span B<{—A—9.C, such that fih = gsk, and that for every span B A-9.C with
f'sh = ¢'sk there is a unique morphism u : A" — A such that f' = wsf and ¢’ = wyg. O

By a standard argument over this universal characterisation, pullbacks are unique up to
isomorphism: Assume two pullbacks B«{— A—9+C and B<L— A’ -9+ for B-—»D<* ¢,
then there are u : A" — A with f/ = wsf and ¢ = wig and v : A — A’ with f = vif’
and ¢ = vig’. Then ' = wsf = wvif and ¢ = wig = wwvsg’. Therefore, usv factorises
the second pullback via itself, but since I 4, also does this, unique factorisation implies
wv = [ 4. In the same way one obtains vsu = I 4, so v and v are isomorphisms.

An extreme case of pullbacks is where D is a terminal object in C — the pullback of two
(unique) morphisms to a terminal object is a categorical product.

Correspondingly, a relational characterisation of pullbacks should generalise the rela-
tional characterisation of direct products. This generalisation is called tabulation by Freyd
and Scedrov | , 2.14]; we here give a definition that is equivalent, but has a shape that
is a direct generalisation of the definition of direct products we use (Def. 3.1.10, page 70).

Definition 5.1.2 70, 146] In an allegory D, let W : B <> C be an arbitrary relation.

The span B~L-A-2.C in the allegory D (i.e., P and @ are not yet specified as
mappings) is a direct tabulation for W iff the following equations hold:

PiQ =W PP =domW QQ =ranW PP NEQ =1 O

Even though P and () were not specified as mappings to start with, their totality follows
from the last equation, and their univalence from the second and third.
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Freyd and Scedrov specify P and ) as mappings and omit our second and third
equations — they follow via univalence and totality from the first.

However, on the one hand these equations establish the correspondence with our direct
product characterisation, which is just a direct tabulation for a universal relation, and on
the other hand we feel that they are also useful in calculations using tabulations, as we
shall see below.

First we show a generalised factorisation property that unifies part of the proofs of the
following two theorems.

Lemma 5.1.3 (00,101 In an allegory D, let W : B «» C be an arbitrary relation.

If the span B A-9.¢Cis a direct tabulation of W, and if the span B Y
of mappings satisfies the following conditions:

Q C Ps\w and PCQsw
then U := PP~ 1M Q"Q" is a mapping from A’ to A such that P = UsP and R’ = UsR.
Proof: We only show factorisation of P’; factorisation of @)’ follows in the same way.

UsP = (PP nQ@sQ" )P

= P'NnQsQ P P univalent, Lemma A.1.2.ii)
= P nQs\w- direct tabulation
= P P CQswW~

Via factorisation, totality of U follows from totality of P’ (or Q'):
dom U J dom (UsP) = dom P/ =1
With univalence of P’ and Q' we obtain univalence of U:
UsU = (PP NQQ" (PP NQQ)
C PP PP AQQQQ" C PP NQQ = I 0

The characterisation of direct tabulations is monomorphic; the following theorem corre-
sponds to [ , 2.144]:

Theorem 5.1.4 In an allegory D, let W : B <= C be an arbitrary relation.

If the spans B<2— A-“+C and B-L— A -9C (as spans of relations in D) are both
direct tabulations of W, then U := PP~ M QQ" is a bijective mapping from A’ to A
such that P’ = UsP and R’ = UsR.

Proof: Since B<E— A'-9.C is a direct tabulation, P’ and @)’ are mappings and we have
P"5Q" = W so we easily obtain the preconditions of Lemma 5.1.3:

QCP:PQ=P:W and PLCQ:Q P =QW .

Lemma 5.1.3 then shows that U is a mapping that factorises P’ and Q'; since the same
argument is valid for U™, too, we also know that U is bijective. O
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The connection with pullbacks arises since given a cospan B-L.DE ¢ , every tabu-
lation for the relation R:S™ is a pullback in the category of mappings:

Theorem 5.1.5 Let B, C, and D be objects in an allegory D, and let B—2+.D<+2 (C be
a cospan in MapD, i.e., R: B < D and S : C « D are mappings. A direct tabulation
B~L-A-9.C for W := R:S” is then a pullback in Map D for B—&+D+2C.

Proof: The mapping properties of P and @ follow directly from the tabulation properties.
Totality of P and @ and univalence of R and S together with the first tabulation property
show commutativity:

PR C Q:QPR = @QWSR = @QS:R5R T QS
L L

P:P5QS = PWsS = PiRSHS PR
Assume that there is a span B4 9 Cin Map D with PsR = @’:S. Then define:
U:=P:P NQsQ

With totality of R and S and commutativity for B L2 we easily obtain the
preconditions of Lemma 5.1.3:

QS:S” = PiRS™ = PiW

PiRR = QSR = QW™

Q C
P C
Lemma 5.1.3 then shows that U is a mapping that factorises P’ and @Q’. So we only need
to show that U is uniquely determined. Assume a mapping U’ : A" — A with UP = P’
and U’sQ = Q'. Univalence of U’ and the fourth tabulation property then yield equality
with U:

U=UPP NQ)=UPP NUQ:Q =P:P NQ\Q =U . O

We now show how the usual pullback construction of the category Set of sets and concrete
mappings may be reformulated in the allegory-theoretic setting, relying only on one direct
product and one subobject.

Definition 5.1.6 Let W : B «<- C be a relation in an allegory D. If there exists a sharp
direct product (P, m, p) for B and C, and if a subobject injection A : A < P exists for the
partial identity

dom (m:W M p)

(this means that A is an injective mapping and ran A\ = dom (m:W M p)), we call the span
B~L— A9, with
P:= X7 and Q := \ip

a constructed tabulation for W. O

It is straightforward to show that constructed tabulations are well-defined:
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Theorem 5.1.7 Every constructed tabulation B+E—A-9.C for W is a direct tabulation
for W.

Proof: P and @ are mappings by definition. With Lemma A.2.2.v) we have:
ranA=dom (mW Np)=1NmWip =110 pW s .
With univalence of m and p and Lemma A.1.2.ii) this implies:
(ranA)ip = (INmWip )p = pNmW
(ran\pm = (INpWhn pmr = o0 pW”

For P75() = W we may use the fact that there is a universal relation between B and C
because of existence of the direct product:

W=WnNTge = Whnip = ns5(mWp)=nrs(ranX)ip=m3A3kp = P5Q

The tabulation equation follows from the tabulation equation in the definition of the direct
product:

PP N@Q =X mm A MApp A =X (mm Mpp A =X\ =1
Finally we have, using (ran A)sm = m M ;W™ from above:
P5P = 7w hm
= (m OWsp A M(m M pW7)
= (7 NWsp pran Xs(m N pW")

= (m NWsp )(m N pW") dom (7 M psW™) =ran A
= Inww"~ sharp product
= domW
In the same way, we also obtain Q7:Q) = ran V. O

Note that this construction requires the existence of the sharp direct product B x C as an
intermediate object. In non-standard allegories, it is perfectly possible that a tabulation
exists although this product may not exist.

In addition, in extreme cases there may be some cospan in Map D which has a pullback
(in Map D) which is not a tabulation, in the same way as there may be categorical products
in Map D which are not direct products. However, these foundational issues will not be
of importance in our context.

5.2 Transitive and Difunctional Closures

In Dedekind categories, local completeness implies that the transitive closure exists for
every morphism R : A < A, since it can be defined in the following way:

RtV =TH{X: A A|RCXAXsXCX}=| [{i:N|i>1eR'}

The reflexive and transitive closure is then, as usual, R* := I U R". We now define
three derived operations which are useful abbreviations, especially when their operands
are larger terms:
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Definition 5.2.1 For R : A < B we define R® : 4 < A and R¥ : B « B, and the
difunctional closure R® : A < B as

R¥ := (RR)* R¥:=(RR)" RE:=R"R=RRY. O

A relation R is called difunctional iff R:RR C R (this inclusion is equivalent to equality).
It is easy to see that the difunctional closure deserves its name: If R C @ and @ is
difunctional, then @:Q7Q C @ implies RsRGR E Q, and further R:RGR:RGR C @, and
so on, and therefore
R¥ = (RR)SRLCQ .
On the other hand, we have
RE(RE)SRYE = (RR)SRRS(RR)S(RR)SR = (RR)HRC RE

so R¥ is itself difunctional, and therefore R® is the least difunctional relation containing
R. (See [ , 4.4] for more about difunctionality.)
By definition, we furthermore have R¥ = (R")¥».

5.3 Pushouts

Much of the categoric approach to graph rewriting is based on the concept of pushout,
which is just the dual of the pullback:

Definition 5.3.1 In a category, a pushout for a span Bl -A-9.Cisa cospan
B-"+D<* ¢, such that fih = gik, and that for every cospan B—2~D' <% C with fih/ =
ik’ there is a unique morphism u : D — D’ such that A’ = hiu and k' = ksu. O

A9 . ¢ A9 ¢
f

P w S

B B

.D,

In the same way as pullbacks, pushouts are also unique up to isomorphism.

And, dual to the definition of categorical products, one obtains the definition of cat-
egorical sums (coproducts) as pushouts of (unique) morphisms with an initial object as
source.

Although the relational characterisation of direct sums is obviously dual to that of
direct products, too, a naive relational dualisation of the tabulation conditions does not
yield a concept that would give rise to pushouts as tabulations give rise to pullbacks.

The reason for this is that for a cospan B-L.D<2 ¢ of mappings, the relation RS~
is always difunctional, while for a span B L A-9.C the relation P7Q can essentially
be arbitrary. (More precisely, in a tabular allegory there is such a span for every relation:
its tabulation.)
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We now abstract Kawahara’s relational characterisation of pushouts of mappings | ,

Thm. 3.1] away from the span B <P—A—Q>C, and instead use the relation P7:(Q) as our
starting point. Given the role of pushouts in graph transformation to glue together parts
of rules and parts of host graphs, we choose the name “gluing” for this concept:

Definition 5.3.2 [—127,146)  In a Dedekind category D, let W : B < C be an arbitrary
relation.

The cospan B—L£+D<2_( in the Dedekind category D is a direct gluing for W iff the
following equations hold:

RS =WwWH RR =W?» $:8" =W RIRUS:S =1p . ]

The last equation implies univalence of R and S, and the second and third imply totality.

Just as direct products are direct tabulations for universal relations, direct sums are direct
gluings for empty relations. Because of the zero law, we do not get deviations from the
original definition.

We again establish a generalised factorisation property:

Lemma 5.3.3 (105 In a Dedekind category D, let W : B «» C be an arbitrary relation.
If the cospan B B, D5 (s a direct gluing for W, and if the cospan B-LE.p ¢
consists of mapping that satisfy the following condition:

wsS'C R and WHR' C S,

then U : D — D' with U := RR'LUS™:S is a mapping such that R' = R:U and S’ = SiU.

Proof: Factorisation follows easily from the assumptions:

RU = RRSR URS:S = WERUWES = RUW:S' = R
SiU = SRR US:SHS = (WHBRUW)RS = WHR'US = 9

Univalence follows from factorisation and univalence of R’ and S’:
UsU=(RSRUS S U =R RUULS SU=R RuS S CI
Totality uses the fourth gluing condition:

domU = dom (R:R US™:S") = dom (RGR') Udom (S7:57)
= dom (Rsdom R') U dom (S75dom S’) = dom (R”) Lidom (S")
= (INRSR)U(INSSS) = IN(RSRUSHS) =1 O

Direct gluings are unique up to isomorphism, too:

Theorem 5.3.4 In a Dedekind category D, let W : B < C be an arbitrary relation.
If the cospans B—L+D<5 ¢ and B-LHD' <2 C are both direct gluings for W, then
there is a bijective mapping U : D — D’ such that R’ = R:U and S’ = S:U.
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Proof: With the gluing conditions for B—+D’' <" C we obtain:
W' CWES =R:S"5S'C R and WHR' C(W)HER =8'RSRCS .

With Lemma 5.3.3 we then know that U := RR' LU S™:S’ is a mapping that factorises R’
and S’.

By the same argument for U™, we obtain that U is also bijective. O

And direct gluings are pushouts:

Theorem 5.3.5 —106] Let D be a Dedekind category, and let B~L-A-2.C be a span
in Map D, that is, P and @ are mappings.

If the cospan B—+D<2C in the Dedekind category D is a direct gluing for W :=
P7Q, then it is a pushout for B~L-A-9.Cin Map D.

Proof: The gluing properties imply that R and S are mappings. For commutativity, we
first show one inclusion:

P;R 1 PiRsran S = P;R:S 58S = P;(PV;Q);S JPsP5Q:S 3 QS

The opposite inclusion is derived in the same way, so we have equality.
Now assume another cospan B.p & Cin MapD such that PsR' = :S’. This
commutativity together with univalence of P and () implies

WsS' = P5Q:S" = PSPsR' C R and WIHR =Q PR =QQ:S'C S .

With Lemma 5.3.3 we then know that U := RR' LU S35 is a mapping that factorises R’
and S’. So we only have to show that U is uniquely determined. Assume U’ : D — D’
with R:U’ = R and S:U’ = S’. Then:

U'=(RSRUSHS)U = RSRU LUSSU = RGRUSHS =U O

As for pullbacks, we now reconstruct the set-theoretic pushout construction in relational
terms. Here, we need a direct sum, which involves working with joins and thus requires
the setting of a distributive allegory. Furthermore, we need a quotient, and for defining
the equivalence relation for the quotient construction we need equivalence closure (which
we formulate using reflexive transitive closure). Therefore, we need a locally complete
distributive allegory, which for us means a Dedekind category setting.

Definition 5.3.6 00 Let D be a Dedekind category, and let W : B < C be an
arbitrary relation.
If (S,¢, k) is a direct sum for B and C, then define:

Vi=13Wik , O:=Vuv)

If there exists a quotient (D, 6) for ©, then the cospan B—L+D<«2—C is called a constructed
gluing for W, where R := ;6 and S := k:0. O

Well-definedness is shown easily:
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Theorem 5.3.7 If B—L+D+2_(C is a constructed gluing for W : B « C, then it is a
direct gluing for W.

Proof: We first show the fourth equation:
RSRUSSS =056 U0 skik 50 =05(ve Uksk )i =050 =1
From the definition of @ it is easy to see that we have the following decomposition:
O =0 WPl WRhs U WL U KS(WE)

From this, the remaining three equations follow directly:

RS = b0k = 160k = WH
RR = uh050 = 10 = WP
QQ~ = wh0x = Ok = W O

As in the case of pullbacks, this construction involves an intermediate object, here the
direct sum for B and C, which need not exist even if there is a direct gluing in D. And it
is also possible that there are categorical pushouts in Map D which are not direct gluings,
but this kind of setting is not relevant for our investigations.

A simple corollary of the relational view of pushouts is the well-known and important
fact that pushouts “preserve monos”; here we show that they preserve the relational
property of injectivity (which is slightly stronger than monicity, even in its restriction to

mappings):
Lemma 5.3.8 1131  Let a Dedekind category D and a span B-L-A-9.Cin Map D

be given. If the cospan B-E+D+2 Cin MapD is a direct gluing for P7:Q), and if @ is
injective, then so is R. (And, analogously, if P is injective, then so is S.)

Proof: By a gluing property, injectivity of @), and univalence of P:
RE = (PQ)* = (P-QQP)" C (P P) C 1
Injectivity of S follows in the same way from injectivity of P. O

Summarising the relation between direct gluings in a Dedekind category and pushouts in
its category of mappings, we have:

Theorem 5.3.9 In a Dedekind category D, let B-L-A-9.Chea span in Map D.
If there is a direct gluing for P75(Q), then the categorical pushouts in MapD for
B~L- A-9.C and the direct gluings in D for PsQ~ coincide.

Proof: If there is a direct gluing B R, D2 ¢, then by Theorem 5.3.5 it is also a
pushout. Since pushouts are unique up to isomorphism, all other pushouts are isomorphic
to it. [l

Therefore, if the construction of Def. 5.3.6 is always possible, then it creates all pushouts
(up to isomorphism):

Corollary 5.3.10 If the Dedekind category D has all direct sums and quotients, then
the categorical pushouts in Map D are direct gluings. O
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5.4 Pushout Complements

The problem of constructing pushout complements arises in the double-pushout approach
to graph rewriting, where the left-hand side of a rule, a morphism ® from a gluing object G
to a left-hand side object £ and a matching morphism ® from £ into an application graph
A are given, and a host graph H together with morphisms = : G — H and ¥ : H — A
needs to be constructed in such a way that the resulting diagram is a pushout.

L2 ¢
X El
A—Y _y

This is a problem since such a pushout complement G—=+H—Y~ A does not exist for all
constellations G—2»£-X+ A

In the category of graphs, the gluing condition of Def. 1.2.3 is a necessary and sufficient
condition for the existence of pushout complements. Although the node-and-edges-level
formulation of Def. 1.2.3 is standard in the literature on categoric graph transformation,
it is very much “against the style” of the categoric approach. Kawahara’s component-
free formulation [ | employs an embedding of relational calculus in topos theory,
so, apart from notation, there are also some minor technical differences to the Dedekind
category setting we are using here. On the whole, however, the material of | | is
easily translated into the present context.

Let us first state a relational variant of the gluing condition, using essentially Kawahara’s
identification condition, but a different formulation of the dangling condition, and an
additional condition that is important in the single-pushout approach:

Definition 5.4.1 Let two relations ® : G «— £ and X : £L < A in a strict Dedekind
category D be given.

e We say that the identification condition holds iff X is almost-injective besides ran ®:
XXTCIU(ran®):XsXsran® .
e We say that the dangling condition holds iff
Xis(ranX)™ C (ran @):X

e Wecall X: £ — A is called conflict-free for @ iff ran (®:X:X7) C ran ®. O
Kawahara, whose framework does not provide semi-complements, formulates the dangling
condition via a pseudo-complement:

ranX U (ranX — ran (®:X)) =1

We consider our formulation using a semi-complement as easier to relate with the original
definition, and also as easier to use in proofs. It is, however, equivalent to Kawahara’s
definition, when put into the context of the gluing definition, and even in the weaker
context of conflict-freeness:
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Lemma 5.4.2 (i) The identification condition implies that X is conflict-free for ®.

(ii) If X is conflict-free for ®, then

Xi(ran X)™ C (ran ®):X iff ranX U (ranX — ran (®:X)) =1

Proof:
(i) Obvious.
(ii) Via the definition of semi-complements, Kawahara’s formulation is equivalent to
(ranX)™ C ranX — ran (#:X)
and via the definition of pseudo-complements this is equivalent to
(ranX)~ MranX C ran (®:X) .
With A.2.2.ii) and (iii), this transforms into
ran (Xis(ran X)™) C ran ((ran ®):X) ,

which is obviously implied by our formulation; the opposite implication may be
shown as follows:

Xi(ranX)™~ = Xi(ranX)™:X5Xs(ran X)™ univalence of X
= Xsran (Xi(ranX)™) univalence of X
C  Xsran ((ran ®):X) assumption
= XsXT(ran @)X univalence of X
= (ran®):X;X75(ran ®):X conflict-free
= (ran®):X univalence of X O

It is well known that the pushout complement is uniquely determined (up to isomorphism)
if @ is injective. In general, it is possible that different, non-isomorphic pushout comple-
ments exist. The construction given by Kawahara as part of | , Thm. 3.6] builds a
pushout complement which is the subobject of A for ran X — ran ($:X), so even in am-
biguous cases, where ® is not injective, the morphism ¥ from host to application graph
constructed in this way will be injective. As we shall see below, an equivalent definition of
this subobject uses (ran X)™~ Uran (®:X), which is perhaps easier to understand intuitively:
The whole context (ran X)™ of the image of the left-hand side is preserved, and the image
ran (®:X) of the gluing graph G.

A further alternative, which would construct a different pushout complement in cases
where ® is not injective, would not extract the image of G from A, but rather glue G
directly with the context (ran X)™ and then transfer identification induced by X, but not
transfer identifications induced only by ®. In the following drawing, this is shown in the
right part for a two-node discrete gluing graph G, while the standard pushout complement
is in the left part:
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==t gL

chiL _ chiL Xi

Ny

PsiL
Psil. €——

If the application graph A contains edges incident to such identified nodes, then these
edges may be redirected to any of the interface nodes in the gluing graphs, and therefore
this under-determination gives rise to significantly different results.

In the following example application, the edge inserted by the rule’s right-hand side
turns into a loop attached to the identified redex node under the standard pushout com-
plement construction:

%%Q/T L S phiR—]
\%/ :

ChiL

Z

A
Piied SN | PR

7

Alternative pushout complements do not identify the interface nodes, and may attach the
edges incident to the redex node in different ways to the interface nodes in the host graphs,
which the gives rise to quite different results:

T > PhiR—>| T I—— > PhiR—3

i | i / |
l l l
N x’”“%
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For this reason, double-pushout graph rewriting usually insists on injective left-hand side
morphisms of rules (see also [ D).

In addition we shall see below (Theorem 5.4.11) that the standard construction is also
useful in other contexts, and it is also much simpler to formulate, so we stick with it.

In this context, the following property is helpful:

Lemma 5.4.3 10 | , Lemma 3.3] In a Heyting algebra (i.e., in a pseudocom-
plemented lattice) with maximum element T, let A and B be elements such that B < A.
Then there exists an element C satisfying AVC =T and ANC =Biff AV(A— B)=T.
When this is the case, then C = A — B.

Proof: “=": Assume that there exists an element C satisfying AVC' = T and ANC = B.

With the definition of relative pseudo-complements, A A C T B is equivalent to
CCA— B. Then T =AVvCLC AV (A — B), so that the latter is equal to T,
too. Together with ANC = B = AN (A — B) this implies A — B = C":

A—-B = Tn(A—-B) = (AvVC)N(A— B)
(AnN(A—-B))V(CN(A—B)) = BvC = C

“" is trivial. O
It allows to show that the range of ¥ is completely determined by ¢ and X:

Lemma 5.4.4 (113 [ , Cor. 3.2 (PO.4)] If L2+ A<Y_H is a pushout for
G-—=+H-—Y+ Ain MapD for a Dedekind category D, then ran ¥ = ran X — ran (®:X).
Proof: ran ¥ Mran X UHwnXsX

= X5(XUhwnX) X univalent
X7 ((@72) B M X)

X%ran ®:X

= ran(®X)

111

Since the opposite inclusion follows from commutativity, we have ran UMran X = ran (®:X).
Since the gluing properties imply ran W Liran X = I, we can apply 5.4.3 to the Heyting
algebra of partial identities on H, and obtain ran ¥ = ran X — ran ($:X). O

As mentioned above, we also have an alternative formulation for that range:

Lemma 5.4.5 Under the gluing condition, we have

ranX — ran (&:X) = (ranX)~ Uran (®:X) .
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Proof: (ranX)~ Uran (®:X) C ran X — ran (®:X)

((ranX)™~ Uran (®:X)) Mran X C ran ($:X)

((ran X))~ Mran X) Uran ($:X) C ran ($:X)

(ranX)~ MranX C ran (®:X)

ran X;(ran X)~ C ran ($:X)

ran (Xs(ran X)™) C ran (®:X)

ran ((ran ®); X) C ran ($:X) dangling
< ran (®;X) C ran ($:X)

T

The opposite inclusion follows from Lemma 2.7.10. O

In the presence of the gluing condition, there is therefore no difference between the two
formulations. In the absence of the gluing condition, the relative pseudo-complement
deletes dangling edges, while the semi-complement preserves them together with the nodes
they are attached to. We transfer Kawahara’s construction into our setting:

Definition 5.4.6 115, 130, 138, 139, 150]  Let two relations ® : § <« L and X : L «— A in a
strict Dedekind category D be given.

If ¢ : PId A is a partial identity on A, then a subobject host construction for G —2+ £ -2+ A
by ¢ is a diagram G—=+H—2+ A where U is a subobject injection for ¢ and = := &:X: U~

A straight host construction is a subobject host construction by ran X — ran (®:X).

A sloppy host construction is a subobject host construction by (ranX)™~ Uran (®:X). O

L2 ¢
X lz
A—Y  y

Since we are going to employ the straight host construction in different settings, we first
show a few general properties:

Lemma 5.4.7 (112, 113, 115, 179, 151, 109 If G—=»H—Y+ A is a subobject host construction
for G—2+ L%+ A by ¢ : PId A with ran (®:X) C ¢, then the following properties hold:

(i) PHEESP = 5O XX 5075
(ii) If ® is univalent, then (®75Z)® = (ran ®:X)»
(iii) If ® is difunctional and ®:X is univalent, then =Z®:®= C I and therefore also
(®5=)¥ =T and
((I)V;E) =052 =9 50:XsU = ran &:Xs U .

(iv) If ®:X is univalent, then E is univalent.
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(v) If ®:X is total, then = is total.

(vi) For a straight host construction only: If X is conflict-free on ran ®, then X;¥~ =
ran &:Xs W,
Proof:
(i) 25250 = OOXU WX 505
= &5:Xran X590 = e XX 59D
follows from (i).
25002 = X059 0: XU C UsX 50 e: XU C WU =1

)
)
(iv) E5E =UX500:X0 C WU =1
) dom E = dom (&:X:¥~) = dom (:Xsran ¥) = dom (®:X) = I
)

By definition of W in a straight host construction we have
ran ¥ Mran X C ran (&:X) .
Therefore, the fact that X is conflict-free on ran ® gives us

Xs0™ = Xsran (&:X): 0T
= XsXTran &:Xs U
= ran ®:XsXsran &:XsUT
= ran®:XsUT O

In a setting where all pushouts of mappings are gluings, we have:

Theorem 5.4.8 (Pushout Complement) | , Thm. 3.6] If ® : G — £ and X :
L — A are two mappings in a strict Dedekind category D, such that the gluing condition
holds, then a straight host construction G—=S»H—Y+ A for G—2+L£-—%+ A is a pushout
complement for G—2~ £ -2+ A in Map D.

Proof: We first show that G—=»H—%+ A is a pushout complement, that is, we have to
show that £-—=+ A<Y—H is a gluing for W := &7E.

With Lemma 5.4.7.iv) we have univalence of =, which implies that ®5E7® is idem-
potent, so we have with Lemma 5.4.7.1):

(PHZESP)T = OHEEP = ran®: XX sran @
(P5EEP)* = ITUran®XsXGran® = XX

The last equation follows from the identification condition; therefore, one of the gluing
properties is already shown:

X:X = (@V;E;EV;CI))* = ((I)V;E)‘$> — I/VI$>
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Lemma 5.4.7.iii) shows W0~ = [ = (E:0:05E)* = (&5E)¥ = W<, For the mixed
composition we use Lemma 5.4.7.vi) and (iii):

XU = ran ®:Xo¥~ = (0752)H = W
Finally, we also have ordinary commutativity:
Ev = o:XUsWU = &:Xi(ran X — ran ($:X)) = &:X . O

Obviously, even where @ is not injective, this construction delivers a pushout complement
with injective W. One of the consequences is that a simplified variant X;¥~ = &= of
“alternative commutativity” holds, as can be seen via (iii).

For completeness’ sake, we show why the pushout complement is uniquely determined
when @ is injective (this is missing in [ bk

Proposition 5.4.9 If ® is injective, then there is only one pushout complement up to
isomorphism.

Proof: Let ®: G — £ and X : £L — A be two mappings in a strict Dedekind category

D, and assume that G—=+H-—Y+ A and G =L H Y\ A are two pushout complements for
G2+ £-%. A Define:
Y = sl

Since 5.4.4 implies that ran ¥ = ran ¥/, and since with 5.3.8, ¥ and ¥’ are injective, we

obtain
Y5Y = VU0 = Uiran B0 = U500 =1

and in the same way also Y;Y =1, so Y is an isomorphism. Factorisation follows easily:
Y0 = WPl = Wran¥ = U
Y = WU = &XU = ZieT = 2V E

(2 ®:0E)*

E/;(E/V;El)* _

=/
=

® total and injective [

Even if the gluing condition does not hold, our host constructions still produce commuting
squares in Map D:

Theorem 5.4.10 If ® : G — L and X : £ — A are two mappings in a strict Dedekind
category D, and G —=»H —Y+ A is a straight or sloppy host construction for G —2» £ %+ A,
then = and ¥ are mappings, and ®:X = =W,

Proof: WV is a mapping by construction, and E by Lemma 5.4.7.iv) and Lemma 5.4.7.v).
Commutativity holds by definition of = since ran (®:X) C ran ¥:

U = O:XU 50 = &:X O

Because of the pushout property, the pushout for £<«2—G-—=S+ (if it exists) then factors
this square via a uniquely determined mapping Y.

This shows that the straight and sloppy host constructions without the gluing condition
give rise to the left-hand side of “restricting derivations” (see 1.2.5): a pushout square with
an additional morphism tacked onto its tip:
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g
H

An example for a sloppy host is the following, shown together with the resulting pushout:

r P

X Xo

A X4, Yo

| €——PhiL <—|

Xi
Chil,
€—Psi0
/ —
><

For implementing restricting derivations, the sloppy host construction can be a useful
alternative to the straight host construction, representing a slightly more careful approach
that does not perform implicit deletions.

Certain restricting derivation steps implement single-pushout derivation steps. The
single-pushout approach uses a single pushout in a category of partial graph morphisms
as its rewriting step, see 1.2.6. For a node-and-edges-level formulation of conflict-freeness it
is well-known that the induced single-pushout squares have a total embedding of the right-
hand side into the application graph [ , Cor. 3.18.5]. In a restricting derivation step,
we always have a total right-hand side morphism, so we need conflict-freeness to obtain
a pushout of partial functions with a restricting derivation. With our component-free
definition of conflict-freeness we can prove this result for arbitrary Dedekind categories:

Theorem 5.4.11 (110, 130] In a Dedekind category D, let three mappings in the
constellation AL £ 2L g PR, R be given.

If Xy, is conflict-free on ran @y, then a straight host construction of AL HE G for
AEL £ 2L G followed by a pushout R =8 B<YEH for R<22-G-=+7H in MapD yields
a pushout in Pfn D.
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Proof: Define: ® := &3®r and ¥ := ¥¥UR. Then we have commutativity:

®:Xgp = PPriXR

OEUR commutativity of rhs-pushout
G0 XU UR Def. = in Def. 5.4.6

ran O X W UR @1, univalent

= XpUsUgr Lemma 5.4.7.vi)

= XU

As a preparation for the remainder of the proof, let us first reformulate the setup of the
right-hand-side pushout:
PRE = PpdL Xy = &5X vy
OREEPR = OXpVWULXpd = o5XXdP

For the last equality, we used ran (®7Xp) = ran (®1:Xy,) C ran Uy,. Now we can use this
to simplify the gluing properties of the right-hand side pushout:

Xpil~ = Xpilp¥p = (PRE)HV, = (PRSEPR) PRV

= (OXpXp®)SO XUl = (XX p®)%d Xy, = (975X,)¥
XpiXp = (<I>VRzE)[$> = (PpEEPR)" = (O XL XP)* = (@v;XL)[$>
WU~ = ULUpULYL = UG(PRE) ST, = UHORE(PRE) Uy, U Uy,

= UHWLX0:(O X)) B U UHP, = Ul (075X) <

For showing the pushout property, assume the existence of an object B’ and two partial
functions ¥’ : A + B" and Xj : R + B’ such that ®:Xj; = X1;¥'. Then we define:

Y = XVR;Xﬁ WA

L-_g r,.p
XL E\ XR
A L H TR, B
\I’/
We have:
ran Xy, Mdom ¥’ = dom ((ranXy,):¥’)

C  dom (XX ¥)
= dom (X ;s X ) commutativity
C dom (Xi@i)

= ran ((I)L;XL)
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Now, dom ¥’ Mran Xy, C ran (®1:Xy,) is by definition of relative pseudo-complements equi-
valent to dom ¥’ C ran Xy, — ran (®1;Xy,), so we have dom ¥’ C ran U, by definition of the
latter.

For factorisation, the following equalities are essential:

Xi’(I)’Xi:{ = XEXL;\I// = ran X)W’
XU = OGO XE = ran &iXp

These imply:
XpY = XR;X;{;X/RUXR;\I/V;\I// = (@V;XL)I&;X/RLI((I)V;XL);\P, = X/R
Y = UXpXp U Wy
(X5®)EXE UUHUL(95XL) Y = ranXp W/ Uran U0/ = 07

For the last equation we used dom ¥’ C ran ¥y, shown above. With factorisation, it is
easy to show that Y is univalent:

YY =X XgY UV WY C X XU 50 C 1
Uniqueness: Assume a univalent relation Y’ : R « B’ with Xg;Y’ = Xp; and &Y' = ¥'.
Then Y’ =Y:
Y' = ran¥gsY’ UranXgY' = UpUrY' UXpXgsY’
= UpULVpURY UXpXy = VWY UXpXy = VSV UXpXy, =Y O

A general discussion of the single-pushout approach follows in Sect. 5.6.

5.5 Pullback Complements

Just like in the double-pushout approach, the left-hand-side square of a rewriting step in
the double-pullback approach also poses the problem that the “wrong” arrows are to be
constructed.

Assuming two mappings D—L+B—L+ A to be given, we are therefore looking for a
pullback complement D—Q>C—S>A, that is, an object C and two mappings @ : D — C
and S : C — A such that the resulting square is a pullback for R and S.

B, 4
P s
p_9 . ¢

The shape and names of this diagram will be used throughout the remainder of this section.

A necessary and sufficient condition for the existence of pullback complements in the
category of concrete graphs has been given by Bauderon and Jacquet | , , ].
This is an extremely complex condition formulated on the level of edges and nodes, pos-
tulating enumerations of pre-images satisfying certain compatibility conditions, and using
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quite intricate notation. Just to give an impression of the complexity of this component-
wise approach to this problem, we cite the definition of Bauderon and Jacquet | ,
Def. 5] verbatim (without introducing the notation):

A pair (A—2%~B—b+ () of arrows is coherent if it has the three following prop-
erties:

1. for all u € Vg, for all 4,5 € [1... #[uly], #[uli, = #[ull,
2. for all [u]f , i € [1...#][ulp], there exists an enumeration,
(ulbe = {tth: has - - upg}  for n=F[ulj]a
such that for any edge [uéﬁ,vggl] € E4 and any 7/, j":

[ul}, Adja[v]],, implies [uj", v].)'] € E4

3. given any two vertices u,v € Vg, if one of the vertices vé{l is adjacent to

[u]i’, then every edge of B | ([v], U [u]s) has a preimage under a.

In the relational approach, we can replace this with an abstract, component-free condition
that is necessary and sufficient for the existence of pullback complements in the subcat-
egory of mappings in arbitrary allegories. This condition is extremely simple, and thus
offers valuable insight into the essence of pullback complements (we continue to use the
name “coherent” proposed by Bauderon and Jacquet):

Definition 5.5.1 —115) Two mappings DL B+ A are called coherent iff there exists
an equivalence relation © : D < D such that the following conditions hold:

(i) AP MOLCT,
(ii) ©P = PsR:R".
We also say then P and R are coherent via ©. O

Note that (ii) implies ©:PsP~ = PsRsRP™. Since with the right-hand side, also the left-
hand side is an equivalence relation, and since the composition of two equivalence relations
is always contained in their equivalence join, but not in any smaller equivalence relation,
this means that PsRsR P~ is the equivalence join of © and P;P~. Together with (i) it
then follows that © is a complement of PP~ in the lattice of all equivalence relations
contained in PsRs R P~. Since this lattice is, in general, not distributive, this complement
need not be uniquely determined even if it exists. And not all complements in addition
fulfil (ii). (For a counterexample, consider the equivalence relation joining just “1b” and
“2b” in the drawing on page 119, where the relevant lattice of equivalence relations is not
even modular.)

Proposition 5.5.2 If B-L-D 9 Cisa pullback for B—+ A<5_C, then P and R are
coherent via © := Q.
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Proof: With commutativity and alternative commutativity we obtain (ii):
P:RR = @Q:SsR™ = Q:Q P = O:P
The condition (i) is part of the tabulation properties. O

If we know that @) is surjective, then such an equivalence relation © already uniquely
determines @ (up to isomorphism) as a quotient projection for ©. In general, however, we
only have the following:

Proposition 5.5.3 | , Prop. 10] B2 D % Cisa pullback for B—£+ A« C and
R is surjective, then @ is surjective, too.

Proof: With a tabulation property, surjectivity of R, and totality of S:
Q5Q =ran(R:S) =ran((ranR);:S™) =ran(S") =dom S =1 O

If R is not surjective, then @) need not be surjective, either, and the pullback complement
object is not uniquely determined. However, for the pullback complement with surjective
@, the pullback complement object is a subobject of every other candidate. When look-
ing for pullback complements, we shall therefore restrict our search to candidates with
surjective ().

With this restriction, surjectivity and univalence of () together with commutativity
then also determine S:

S=Q5Q:S=Q PR .

Showing that all this then gives rise to a pullback complement is routine:

Theorem 5.5.4 If there exists an equivalence relation © : D «<» D such that P and R are

coherent via ©, then a pullback complement D-9.C- 5+ Afor DL+ B-—L+ Ais obtained
as follows:

e Let C be a quotient of D for O, with projection
Q:C—D Q:Q =06 Q:Q=1.
e Define S:C«— Aas S:=QPR.

Proof: (@ istotal, univalent and surjective by construction. For S, univalence and totality
are shown as follows:

S5S = RHPHQQ5PsR = RSPSPSRRRSR = RSPSPR C 1 5.5.1.ii)

S:S7 = QGPRRGPHQ = Q5QQPP5Q 0 Q5Q:Q5Q =1 5.5.1.i1), P total
Commutativity and the tabulation conditions:
QRS = QQPsR=PRR:R=PFPR 5.5.1.i1)
SiR™ = QPRR =Q5Q:Q P =QP 5.5.1.i1)
ran (SiR°) = ran(Q3P)=ranP = PP alt. comm., @ tot., P univ.

dom (S5R7) = dom(QP)=dom(Q7) =ran@Q = QQ alt. comm., P tot., Q univ.
I = PP NEQ” P, Q total; 5.5.1.1) O
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In comparison with Bauderon and Jacquet’s, ours is a much simpler formulation of the
pullback complement condition. Although we do not attempt a proof of direct equivalence
of the two conditions (too much notation would have to be introduced), they both share
the property that they are in general not efficiently implementable — searching for an
appropriate equivalence relation is as intractable as the equivalent search for a “coherent
enumeration” of Bauderon and Jacquet.

Bauderon and Jacquet also show that a pullback complement for D—+B—2+ A with
surjective R, if it exists, is unique up to isomorphism | , Prop. 4]. They do however
not mention that this isomorphism need not be “natural”, that is, it does not necessarily
factorise the two pullback complements. This can be seen already with a simple direct
product of discrete graphs:

Here, the targets of @ and @’ are clearly isomorphic, but no isomorphism Y exists such
that Q' = Q:Y.

So there are two reasons that make working with general pullback complements un-
satisfactory: finding an equivalence relation determining the second projection @ is, in
general, computationally inefficient, and the resulting diagram is not even unique up to
isomorphism.

However, if we consider how we want to use a pullback complement, then we notice
that R corresponds to the arrow mapping variable occurrences in a rule’s left-hand side L
to variables in the gluing object G. If we restrict ourselves to left-linear rules, then there is
only one occurrence in L for every variable in G, and R is injective. Fortunately, pullback
complements for this special case are much simpler, as we are now going to see.

If R is injective, then @ is injective, too, so with the assumption that @) is also surjec-
tive, we may set () = I when constructing a pullback complement:

Theorem 5.5.5 [—135] Given two mappings D—+~B—L2+ A, if R is injective, then a
pullback complement D-Y.C-5+ A is obtained as follows:

e Let C:=D and Q :=1.
o Define S:C <+ Aas S := P:R.

Proof: (@ is a bijective mapping by definition. S is a mapping by its definition as
composition of two mappings. The tabulation properties follow easily with the properties
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of P and R:
QS = PR
SR~ = PRR = P = QP R total and inj.
ran (s R°) = ran(PsR:R) = ranP = PP R tot., inj.; P univ.
dom (SsR7) = dom(PsR:R) = domP =1 = Q5Q R, P total
PP Q" = PP NI =1 P total O

In contrast to the general case, this trivial pullback complement is also more “well-
behaved” in that it factorises other candidates:

Proposition 5.5.6 If D9 5. Aand D-9 5+ A are two pullback complements
for DL+ B A and if Q is injective and surjective, then
Y :=QQ

is a mapping and Q' = QY and S = Y35,
Proof: Injectivity of Q transfers univalence from Q' to Y:

Y = QQQQ = Q@ T 1
Surjectivity of @ transfers totality from Q' to Y:

Y = QQQQ2Q Q=1
For factorisation of S, we additionally need commutativity:

QY = QQ5Q = Q
Y:S' = QV;Q’;S/ = QV;P;R = QS = S |

5.6 Pushouts of Partial Functions

As mentioned in the introduction, the single-pushout approach of | , , ]
employs pushouts in categories of partial graph homomorphisms for its derivation steps.

If A is an object in a Dedekind category D such that for every partial identity v : PId A
a subobject exists, then partial morphisms starting from A, where partial morphisms are
taken with respect to the category Map D of mappings, are equivalent (up to isomorphism
of subobjects) to univalent relations starting from A in D.

Therefore, we are now considering the category Pfn D of partial functions in D, which
is the subcategory of D with all objects of D, and as arrows only univalent relations.

With an eye to the application of the pushout in Pfn D as rewriting step, we shall use
the following names throughout this section:
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For illustration, we show a span R~2_ L=+ A of two non-total morphisms in the cate-
gory Pfn (sigGraph-GS Rel) of partial graph homomorphisms, and its pushout — not yet
involving any complicated effects.
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Now we show a variant where we add to the central group of the £ above a single node
with no image via ®, and we let it share its image via = with one of the other nodes. This
partiality then propagates to the whole group:

O O

——O —

o — T T

1l -
o sl

In view of such subtle effects, an important question is whether the pushout construction
in categories of partial morphisms can be reduced to simpler constructions.

For relating the pushout in categories of partial Y-algebra morphisms to simpler con-
cepts, Lowe originally proposed the following construction | , , | (slightly
adapted to our formalism):

L6
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e Assume a span R«2— L=+ A of partial morphisms.
e Construct the “gluing object” L’ as a subobject of £ with injection A such that

— ran A C dom ® MdomZ, and

— for all items x of £ and y of L, if ® or = identifies A\(z) with y, then y is in
ran A, too.

e Construct the “scopes” R’ and A’ via

— 1: R’ — R as subobject injection for ran ® — ran (\:®), and

— r: A" — A as subobject injection for ran= — ran (M:E).
@' := \i®s” and =’ := \MiZik” are then the resulting total restrictions of ® and Z.

o Let B2 B0 A’ be a pushout in the category of total morphisms for the span

=/

R/<2 /=, A (This is a gluing for &)
e Define X := 173Xy and ¥ := k¥

e Then R—2+B<«Y— A is a pushout for R<2— L=+ A in the category of partial mor-
phisms.

i)
L R ~
A L
E El q)/ R/
X
=/ Xo
Aty Yo, 5 )
N . Y

In our reformulated definition of the scopes, we obtained an obvious analogy to the pushout
complement. However, the construction of the gluing object is still on the component level.
Achieving a component-free definition of the gluing object requires a solution via different
tools than those used for the scopes.

In fact, it turns out that it is not even necessary to consider a gluing object, as long
as the relevant restrictions are imposed.

A purely category-theoretic formulation can be found in the graph transformation
handbook chapter about the single-pushout approach | |. Here, pushouts in cat-
egories of partial morphisms are constructed using two pushouts in the corresponding
category of total morphisms and one co-equaliser in the category of partial morphisms:

e Assume a span R«2—L£—=+ A of partial morphisms, factored via appropriate sub-
objects as follows: = = 17Zg and ® = k7 Py.
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e Let L= A' <Y A be a pushout of total morphisms for £<‘—domZ-=2 A. (This
is just a gluing for =.)

o Let R-20 By« A’ be a pushout of total morphisms for R« dom & #=L A’. (This
is a gluing for ®7Z;.)

e Let F: By -+ B be a co-equaliser in the category of partial morphisms for ®:Xg and
E]_;\I}O.

e Let X:=XpF and ¥ := v»s¥p: E.

e Then R—2+B<Y— A is a pushout for R«~2—L—=+ A in the category of partial mor-
phisms.

Although it may not be immediately obvious, it is the co-equaliser that now takes on the
role of domain restriction that is played by the gluing object in Lowe’s original construc-
tion. (It is, however, quite unsatisfactory that this co-equaliser still has to be taken in the
category of partial morphisms.)

This co-equaliser implements a restriction that is very close to that implemented by
a symmetric quotient. Symmetric quotients have originally been introduced by Gunther
Schmidt and his group in the context of heterogeneous relation algebras, and were then
used to formalise power objects in relation algebras and other domain constructions useful
for programming language semantics, see [ , , |. In this context, the
definition is usually given using the complement operation:

sya(Q, 8) = Q8N Q"S

However, symmetric quotients can already be defined in arbitrary allegories, albeit they
do not necessarily exist for all arguments:

Definition 5.6.1 In an allegory, the symmetric quotient syq(Q,S) : B < C of two rela-
tions @ : A« Band S: A < C is defined by

X Csyq(@,S) < @XLCS and X585 CQ forall X : B+~ C . O
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In Dedekind categories, symmetric quotients are always defined and the following hold:

sya(Q,5) = Q\STIQ/S™ = Q\ST(S\Q)”
L {X |@XCS and X:S" Q) .

Modulo conversion of the arguments, the symmetric quotient is exactly the symmetric

division as defined by Freyd and Scedrov for division allegories [ , 2.35]. (Riguet
had introduced the unary operation of “noyeau”, which can now be seen as defined by
noy(R) = syq(R, R), in [Rig4].)

Used for concrete relations, the symmetric quotient relates elements from the ranges
of the two relations R and S iff they have the same inverse image under R respectively S:

(r,s) € syq(R,S) = Vo : (z,7r) € R (z,8) €S

For a few properties of symmetric quotients relevant in the remainder of this section see
Sect. A.5; more information can also be found in | , Sect. 4.4] and in | ].

For application in the single-pushout construction, we shall need a special variant of
symmetric quotients:

Definition 5.6.2 Let two morphisms ® : L — R and = : £L — A in a strict Dedekind
category be given.

Let W := ®5E. The saturated symmetric quotient satSyq(®,=Z) : R «» A of & and =
is defined by the following:

satSyq(®,Z) = ran ®isyq(®sW® ZW€)iran = . O

Put into the context of the single-pushout approach, the saturated symmetric quotient
relates every node in ran ® with all those nodes in ran = that will share the image with
this node. In the following drawing, we show the saturated symmetric quotient ) :=
satSyq(®, Z) for the two examples from above:

O ———0O
O
Phi 7C)
=>Phi> i O

To| /

A
Ol smsts

We have seen in the introduction that in the single-pushout approach, deletion takes
priority over preservation. In the second example above, this has relatively far-reaching
consequences and is reflected by the fact that @ := satSyq(®,=) = L, so only the node
outside the image of ran ® is copied into the result of the single-pushout step.

%@\ﬁ@

<=<

2
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Using the fact that symmetric quotients are always difunctional, we easily see that satu-
rated symmetric quotients are difunctional, too — letting @ := satSyq(®, =) and Qg :=
syq(®:WP» =W <) we have that Qp is difunctional, and then we obtain:

Q:Q5Q = ran®:Qpran Z:Qpiran ®:Qosran =
C ran®Qu:QyQoran=Z = ran®:QpranE = @
Before we go on to show more properties of saturated symmetric quotients, we first show

some useful facts that hold in the single-pushout setup:

Lemma 5.6.3 [—126, 1251 Let two univalent relations ® : L — R and = : L — A in a strict
Dedekind category be given, and let W := ®7=.

If for a cospan R—=»B~<2—L of univalent relations, commutativity ®:X = ¥ holds,
then the following hold, too:

(i) Ws¥ = ran ®:X and WX = ranE: 0.

(i) WP:X =X , WU =V | WHE W = ran &:X.
(iii) ®sdom X C SE® and Zidom U C &=,
(iv) ®:sW?® and Z W< are difunctional.

Proof:
(i) Wil = @550 = &50:X = ran &:X and WX = 250X = 2550 = ran =W
(ii) follows immediately from (i).

(iii) With univalence of ®, commutativity, and a modal rule we obtain:

O:domX = P(IMNXX) =P N EXX =0 MNEW:X CEE:D
(iv) With univalence of ®, we obtain:
oWE W oW C aWEWE W = o
Difunctionality of ZsW < is shown in the same way. O

Lemma 5.6.4 126, 127,129)  Let two morphisms ® : £ — R and Z : £L — A in a strict
Dedekind category be given, and define W := ®7=. Then the following holds for the
saturated symmetric quotient @) := satSyq(®, Z):

dom QWE = Q = WHB;ran Q

Proof: Q = ran®isyq(®sW» W ¥)iran=
= ran (®:WP )isyq(®:sWH =W <)iran = ran ® = ran (O:WH)
= WPd":o: WP isyq(®:sW» =W L)iran = ;WP difctl., A.5.2
= WP:d =W Sran (syq(®:W» , Z:W =) )iran = A.5.1.i)
= Wran (syq(®:W» =W 2)iran Z)
= WHran (ran ®ssyq(®:WP =W E)iran 2) A.5.1.ii1)
= WHranQ

The other equation is shown in the same way. O
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Lemma 5.6.5 1271  Let two univalent relations ® : £L — R and Z : £ — A in a strict
Dedekind category be given, and let @) := satSyq(®, E).

If for a cospan R —2»B<Y— L of univalent relations, commutativity ®:X = =¥ holds,
then Q¥ = dom ;X and Q75X = ran :¥ hold, too.

Proof: QU = domQ:WEWw 5.6.4
= dom @Qsran ®:X Lemma 5.6.3.1)
dom ;X dom@ C ran®

The equation Q73X = ran ;¥ follows in the same way. O

We now propose a construction that preserves part of the structure of Lowe’s original
construction, but for which we are able to give a component-free definition that replaces
Lowe’s “gluing object” in its role as determining the “scopes” with the saturated symmetric
quotient:

Definition 5.6.6 Let two univalent relations ® : £ — R and Z : £ — A in a strict
Dedekind category be given, and let @) := satSyq(®, E).

Let R’ be the subobject for ran ® — dom ), with subobject injection ¢+ : R’ — R, and
let A’ be the subobject for ranZ — ran Q, with subobject injection & : A" — A.

Then let R’ -2 B<¥2 A’ be a gluing for ¢:Qsx, and define

X :=1Xy and V=50 .

Then R—2+B«Y— A is called the reduced gluing for ® and =. O

Obviously, the detailed behaviour of ® and = enters this definition only via their ranges
and saturated symmetric quotient, so the corresponding algebraic characterisation may
start from there — gathering the range information into U := @75 T:=.
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Definition 5.6.7 —128]  Let two difunctional relations Q,U : R «— A with Q C U be
given.
A cospan R—=+B+Y— A is called a restricted gluing for Q in U if:

XU = Q
XiX7 = (domU — domQ) U Q:Q~
TP = (ranU — ranQ) U QQ
XSXUuvsw = I a

Since @ is difunctional we have I U Q:Q~ = Q% , which helps to show how close this is to
the gluing definition of Def. 5.3.2.

Lemma 5.6.8 Let two univalent relations ® : £ — R and E : £ — A in a strict Dedekind
category be given, and let W := &= and @ := satSyq(®, Z).

A restricted gluing R—2+B<Y—A for Q in ®7T:Z is then a pushout of partial func-
tions.

Proof: Assume that for a cospan R X4 B L of univalent relations, commutativity
®:X’ = 50’ holds. Then we have to show that there exists a unique univalent relation
Y : B + B’ such that XsY¥ = X’ and IsY = ¥,
Define:
Y =050 U XX

Then Lemma 5.6.5 together with S & R — S yields:

XY = XsoUuhw g XsX X/
= Q¥ U ((ran® — dom Q) LU Q:Q )X’
Q¥ U (ran® — dom Q): X' U @Q:Q7X/
Q¥ U (ran® — dom Q) X' U Qsran Qs W’
Q9" U (ran® — dom Q):X’
dom @:X' U (ran® — dom Q) X’ = (ran® — dom Q):X’ ,
UY = U L wsX X!
= ((ranE = ranQ)UQQ)¥V UQRX = (ranZ — ranQ):V’ .

For showing the factorisation equalities we therefore have to show the inclusions dom X’ C
(ran® — dom @) and dom ¥’ C (ranZ — ran ). We only show the first:

domX' C (ran® — dom Q)

ran ® Mdom X’ C dom Q

dom (®7:®:X’) C dom @

dom (®7:®:X'):WH C dom Q:WH dom (®7:®:X') C dom W
dom (®7:®: X" WE C Q Lemma 5.6.4

dom (@7:®: X ) WH C syq(®:WB =W <) ranW C ran=

(N
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By the definition of symmetric quotients, this is equivalent to the conjunction of the
following two inclusions:

& WPsdom (@75&:X ) WHE C W< and  dom (@@ X )WEWSE"C W»:o™ |
which we now show separately:

;W™ idom (X/);W = ®:dom (X');W":dom (X’);W 5.6.3.ii)

C ==Z50:WHE Lemma 5.6.3.iii)
= W

dom (@7 ®: X WHEWEZ" = dom (X')sWE="
= Whidom (¥'):E~ 5.6.3.ii)
C WHEE:®:d~ Lemma 5.6.3.iii)
= Wbk~

This proves dom X’ C (ran® — dom @), and therewith X;Y = X’. Factorisation of ¥’ is
obtained analogously.
With the factorisation equations, univalence of Y is straightforward:

Y5Y = (U0 uX XY =Y U X XY =00 X X C T

Now assume the existence of another relation Y’ : B - B’ such that X;Y’ = X’ and
WY’ = W', Then these equations, together with the last equation of Def. 5.6.7, imply:

Y =00 XX = Y UXGXY = (U U XX Y =Y O

The pushout property also implies that our definition of restricted gluings is monomorphic.

Finally, we can prove that the reduced gluing construction, which we think is simpler
than the categorical construction using a co-equaliser of partial morphisms, and also than
the (component-wise) gluing-object construction of Lowe, indeed produces a pushout of
partial functions:

Theorem 5.6.9 Let two univalent relations ® : £L — R and = : £L — A in a strict
Dedekind category be given, and let W := &= and @ := satSyq(®, =).

A reduced gluing R—2+B+Y— A for R<2—£—=+ A then commutes and is a restricted
gluing for Q) in & T;=.

Proof: X and ¥ are by definition partial functions. Since @ is difunctional, t:Qik™ is
difunctional, too, because of univalence of ¢ and «:

L;Q;RV;R;QV;LV;L;Q;KV C u@:Q sQsx = L;Q;,k;v
With 2.6.9, we obtain:

dom @ C rany and ranQ C rank (%)
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For commutativity, we first consider one inclusion:

SULE X & ZkesWyE OnsXg

& ¢Sk CosXp¥ Lemma A.1.2.iii)
& Wik Cos(s@ik)H

& Wik  C ek

& WikGk Cou@ Lemma A.1.2.iii)
< WiranQ C Q (%)

This last inclusion holds because of Lemma 5.6.4. The opposite inclusion is shown in the
same way, so we have commutativity =¥ = ®:X.
The gluing properties translate into the following, using (*):

XU = OXpUgk = G(sQk)Er = @ik = Q

XX = OXpXge = (LU (Qik)EmQ ) = (LU sQik Qi )i
= IUs@QQ )i = U s@QQ e = e U QiQ
= (ran® — dom Q) U @Q:Q~

In the same way, we obtain W;U~ = x5k LU Q3Q = (ranZE — ran @) U Q3Q. Finally, we
obtain:
XX UUHU = X X U Wpkik 30y = XX U Uyl =1 O

5.7 Summary

In this chapter, we have presented component-free formalisations for the basic repertoire
of the categorical approaches to graph transformation.

In particular, we achieved original component-free formulations for the existence con-
dition for pullback complements, and for conflict-freeness and the original more intuitive
single-pushout construction.

It is important that we have achieved all these formulations in a single, relational
framework that makes no essential distinction between partial arrows and total arrows, or,
by virtue of the self-duality of relation categories, between forward arrows and backward
arrows.

As we have already seen in the different applications of the straight host construction,
this enables combining the different approaches and re-using conditions and constructions
in different contexts. An example for this is also the use of the straight and sloppy
host constructions, that allowed to identify useful classes of restricting derivations — that
approach had previously suffered from the apparent arbitrariness of the “tacked-on arrow”
that inhibited automation and systematic application.

Approaches we have not covered are, to our knowledge, double-pullback transitions and
the fibred approaches.

Double-pullback transitions were introduced by Heckel [ | to supplement the double-
pushout approach of systems modelling with a way to describe situations where simul-
taneously with the application of a specified rule, concurrent threads may change the
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context by, for example, applying unspecified rules to other parts of the graph, see also
[ , , )

The resulting double-pullback squares can be seen as a symmetric variant of restricting
derivations, where an additional morphism is allowed after result construction, and cer-
tain restrictions are imposed on both sides. Translating the different kinds of restrictions
from the double-pullback transition literature (like weak and horizontal injectivity wrt.
commutative squares) into component-free form is a simple transfer exercise. It then be-
comes obvious that the “maximal pullback complement” of | , Prop. 3] is precisely
our straight host construction (Def. 5.4.6), and the “lazy double-pullback transition” of
[ , Def. 6] is the construction of Theorem 5.4.11.

The opfibration approach of Banach [ , | and the fibred approach of the present
author | ) ] had as their main motivation applications in the domain of term
graphs, where the “horizontal” arrows, representing rule application or deletion and addi-
tion, are intrinsically different from the “vertical” arrows representing rule matching.

Therefore, different categories needed to be identified: a substrate category S ac-
commodating both horizontal and vertical morphisms, a subcategory H of S, containing
the horizontal morphisms, and a subcategory V of the arrow-category over S, designat-
ing essentially the allowed vertical arrows, and offering the additional ability to impose
constraints on whole commuting squares in §. The approach then concentrates on the
functor from V to ‘H (for definitions concerning (op)cartesian arrows and (op)fibrations
see for example | , Chapt. 11]:

e opcartesian arrows replace those pushouts that produce results, for Banach in a
modification of the single-pushout approach, and for our own in a modification of
the double-pushout approach, and

e cartesian arrows play the role of the left-hand side pushout, including additional
tacked-on arrows as in restricting derivations or “lazy double-pullback transitions”.

Applications of this general framework crucially depend on the necessary instantiations of
S, H, and V.

The fibred approaches therefore do not offer themselves to a general relational treat-
ment as easily as the standard categorical approaches. However, as we have seen for
example in the context of straight and sloppy host constructions, the relational treat-
ment allows considerable flexibility in adapting the categoric approaches, so it might be
more interesting to replace applications of fibred approaches with fine-tuned relational
approaches.

To a certain extent we are following this spirit when, in the next chapter, we build on the
basis of the formalisations of this chapter to present an unprecedented amalgamation of
the double-pushout and double-pullback approaches.



Chapter 6

Relational Rewriting in Dedekind Categories

In this chapter we show that it is possible to obtain a rule concept that combines the
intuitive understandability of pushout rules with the replicative power of pullback rules.
We achieve this by starting from the general setup of the double-pushout approach, and
designating a part of the rule as parameters. It is actually sufficient to partition the gluing
object into a parameter part and an interface part; the parameter and interface parts
of the rule sides are then just the images of the parameter resp. interface parts of the
gluing object; each rule side will in addition have a contexrt outside the image of the rule
morphisms.

The central idea is then to replace the double-pushout regime on the parameter part
with a double-pullback regime, and to achieve this by just imposing appropriate constraints
on relational morphisms.

In this way, all morphisms in the resulting double square diagram should essentially
be total and univalent on interface and context parts, and injective and surjective on
parameter parts. We showed a simple example of how this can work in the introduction,
starting on page 22.

The first section of this chapter is devoted to the elaborating the issue of how the gluing
object may be partitioned into parameter and interface parts, and how morphisms start-
ing from the gluing object should respect this partitioning. In Sect. 6.2 we then define
pullouts that can be understood as amalgamations of pushouts and pullbacks along the
lines sketched above. The question of pullout complements is investigated in Sect. 6.3 —
it turns out that for left-linear rules, the straight host construction continues to serve well.

Finally, we present one first possibility of adapting “double-pullout rewriting” towards
slightly more general relational matchings in Sect. 6.5.

6.1 Gluing Setup

As mentioned above, we are going to present a generalisation of the pushout construction
that incorporates elements of the behaviour of pullbacks. These pullback characteristics
are needed for replication of the images of “variables” or parameters, while on the “non-
variable” interface parts, the construction should behave essentially as a pushout.

This different treatment of two complementary parts is anchored at the role of the
gluing object, and we therefore enrich the gluing object with a partial identity indicating
the interface. The parameter part is then obtained as the semi-complement of the interface.
This asymmetric setup has the advantage that the interface, which typically has a “border
role”, need not be coregular, while the parameter part typically has a “body réle”, which
harmonises with the fact that, as a semi-complement, it is automatically coregular.

In graphs, this means that the interface may contain single nodes that are incident to
variable edges, which is intuitively sensible, while it is less than clear what it should mean
for a single node incident to an interface edge that it is at the same time a variable.

131
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Throughout the following, we are working in a strict Dedekind category D.

Definition 6.1.1 Let an object Gy and a partial identity ug : PId Gg be given. The pair
(Go,up) is then called a gluing object Gy along ug, and ug is called the interface component
of Go.

Furthermore, we define vy := uy and consider it as part of the gluing setup; we may
now talk about a gluing object Gy along ug over vy, and we call vy the parameter component

of Go. O

The morphisms starting at the gluing object should respect this interface-parameter-setup
in a way that is now to be made precise.

First of all, a morphism ® : Gy — (G, starting at a gluing object along ug over vg
gives rise to images u; and v; of the respective components. Then we demand that ®
“preserves” the interface role as far as possible; this means that the border between the
parameter component of G; and its semi-complement should be contained in the interface
component of GG1, that ® is total on the interface part, and does not map any parameter
items outside the border to interface parts. In addition, we have to demand that & is
univalent on the pre-image of the parameter image border.

Definition 6.1.2 (135, 149, 185, 188, 190, 1911 Let a gluing object Gy along ug over vy and a
morphism ® from Gy to another object GG1 be given.

In such a context, we shall use the following abbreviations: Let u; := ran (up:®) and
vy := ran (vp:®) be the images of the gluing components; let by := vy Mug be the border
between parameter part and interface part in the gluing object, and let by := v Muy be
the border of the parameter image.

® is called interface preserving if the following conditions are satisfied:

(i) viMoy C g
(ii) dom (®s(vy Uuq)) = ug
(iii) by®™s® L by. 0

This leads to many useful properties, most of which are “propagation of interface compo-
nent” in other shapes:

Lemma 6.1.3 [—144, 192]

(i) (ran®)™ Uu; = v Uy
(ii) ran® M (ran ®)™~ C ug
(iif) w C o] Ub
Proof:

(i) With Lemma 2.7.6.iii) we obtain:

(ran®)~ Uup = (ug Uop)~ Uug = (v Nup) Uug = o] Uug
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(ii) ran® M (ran )~

(u1 LI Ul) M (U1 L ’Ul)N

C (w Uwp) Moy Lemma 2.7.3.ii)
C w U (v Moy)
L wilw (i)
= Ul
(iii) v Wby = o7 U (v1 Mug) = (v Uor) Mo Uug) =10 (0] Uug) =07 Uy O

The starting point for our generalisation of pushouts is then a span of interface preserving
relations starting from a common gluing object.

Definition 6.1.4 A gluing setup (Go,ug,vo, =, ®) consists of a gluing object Gy along
ug over vg, and a span of interface-preserving morphisms Go<=—Gy—2+ G4, where Gy is
called the host object and G is called the rule side.

In a gluing setup with names as above, we additionally define the following names for
the interface, parameter, and target specific components in the target objects:

vy = ran(vp®) up = ran (uy®) ry = (ran®)™
ve = ran(vpE) ug = ran(upk) hy = (ranZ)~

In addition, we define names for the borders between the interface and parameter parts,
and for the whole non-parameter parts:

by = wNwu c1 = wUdnr
by = us vy ca = ugUhy g2 = baUhy O

The next step will now be to complete such a gluing setup to a commuting square of the
following shape:

Go o G1

(1]
>

Gy — Y |, ay

In order to enable relational rewriting with parameters, this square is to include charac-
teristics of the pushout of forward components of the arrows restricted to the interface
and context parts, and of the pullback of backward components of the arrows restricted
to the parameter parts.

In the next section we directly perform such an amalgamation of the relational variants
of pushout and pullback. Since this is still very close to the categorical setup of mappings,
it has certain shortcomings from a relational rewriting point of view, so we present a “more
relational” variant in Sect. 6.5.
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6.2 Amalgamating Pushouts and Pullbacks to Pullouts

A simple first approach to completing a gluing setup to a full square starts with producing
a pushout for the interface parts uy® and ug:Z, and a pullback for the converses of the
parameter parts, i.e., for ®5v9 and Zug. To make these pushouts and pullbacks possible,
® and = have to behave “essentially like mappings” in the forward direction on the interface
part, and in the backward direction on the parameter part:

Definition 6.2.1 =0, 1821 Given a gluing object G along wug, a morphism @ : Gy < G
is called a standard gluing morphism iff the following conditions are satisfied:

(i) ® is interface preserving,
(ii) ® is total on wug, that is, ug = dom ®,
(iii) @ is univalent on wg, that is, ug:® is univalent, and
)

(iv) @ is almost-injective besides ug. O

Once we have the pushout of the interface part and the pullback of the parameter part,
the two result objects then have to be glued together along a gluing relation induced by
the restrictions of the pushout and pullback morphisms to the borders b; and bs.

The following diagram should help with orientation:

ug ' vg

UO 5 @ (bv;/vo
Cc1 U1
cosU cpX U0y XTq
C3 B V3
gluing
Ay Ay
G3

According to this intuition, the specification of this construction also has to join the
specifications of pushout and pullback into a single specification. We have to be careful to
restrict the reflexive transitive closures to those parts of G; and G5 that are governed by
the pushout construction, since otherwise the reflexive part would override the pullback
domains. The final gluing is not directly reflected in these conditions since interface
preservation keeps the border part inside the interface part, so the gluing components for
the interface part already cover the final gluing.
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Definition 6.2.2 Given a gluing setup G 2 G-E-Gy along ug over vy in a Dedekind
category D, a cospan G2+ G+ of relations in D is a pullout for G1<2-Gy—=+Gy
along vy iff the following conditions are satisfied:

X = =
0T = (P 5up:E)E L DTvp: =
XXT = e (®TupE)Pie; U dom (D 7vp: =)
U0~ = epi(PTug=) ey U ran (P 5vp:E)
I = XGepXUUheps¥ U (X50pX M W09 W) O

From the shape of these conditions it is obvious that most of the details about ® and = are
completely irrelevant, and we only need access to the resulting parameter and interface
parts. In the spirit of the definitions of tabulations and gluings, we therefore can abstract
away from ® and =, and substitute

U:=dsup= , V= ®0pE .

With this, the essential effects of interface preservation are the following consequences of
Def. 6.1.2.ii):

ci’V = cp®wpE = e upve=E

Vico = ®TwgZica = P wgiugisicy
Reflecting the fact that in the pullback component, ® 5vg and = vy need not be surjective
on v, we have to take the possibility into account that domain and range of V' are strictly
included in vy respectively vo. Therefore, we still have to supply the partitioning into
parameter part and non-parameter part as additional parameter. As for the gluing setup,

we take the non-parameter part as primitive; here, this comprises not only the interface
part, but also the context parts, that is, the parts corresponding to (ran ®)~ and (ranZ)™.

Definition 6.2.3 36,137 Let two relations U,V : GG1 « G5 and two partial identities
c1 : PIdG1 and ¢s : PId G2 be given. Define:

vy i=c] Vg 1= cy
If we have direct interface preservation:

domU LC ¢ domV
ranU LC c¢o ran V'

U
U,

U1 Cl;V

L L
C C

) Vico

then a cospan G4 —X>G3<‘P—G2 is called a glued tabulation for V along U on c¢1 and co
iff the following conditions hold:

Xs0T = UH L \%
XX = csUPs5¢q L domV
Uy = coiU ey L ranV
I = X5epXUUhepV U (XGopX MU S W) O
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The main advantage of this more abstract formulation is that it is more concise, and that
fewer components and conditions have to be dealt with in proofs.

Since the setup of the glued tabulation is implied by the gluing setup, the following
theorem also shows monomorphy of pullouts.

Theorem 6.2.4 (1347 The characterisation of glued tabulations is monomorphic.

Proof: In the context of Def. 6.2.3, let C;'1LI>C;'4<L be a second glued tabulation for
V along U on ¢; and cs. Define:

Y = X e X U U ¥ U (X 01X 110 50 0)
The key tools are the first three glued tabulation conditions, which imply:
X0 = X509 XX = X5X" U0 = U0
Factorisation: Let vy := X 50X T U0 W and ¢y := X e X U Uieys W, then:

XY
= XXTiepX U XU e U U X (X 501X 110 509507
= XiXTepsX U XU e U U o X (X o X MU 509 07) X almost-inj. bes. ¢;
= XX TiepX U X5 eq W U (v X! T o X W 5090 X almost-inj. bes. ¢;
= Xeq U (vpX TTopXsW g0
= Xeq UvpXs(X opX 110 0907 X’ almost-inj. bes. ¢
= X'eqg UovpsXsuy

X/

In the same way, we also obtain W;Y = W’. This helps with univalence:

Y5Y = XepXsY U e WY U (X 50X MW g0 ) Y
X sepX U e W U (X 50X MU 5095 05Y)
X sepX U e U (XX T 509507
=1

1M

The following fills in the gap towards surjectivity:

ran (X750 X MU0 0’) = ran (vpX 11 X0 50907)
= ran (v X' N X500 5095 07)
= ran (X opX 110 0 0)

= ’U4

Since for Y the same argument is valid, too, Y is a bijective mapping. O
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Adapting the above sketch of a construction to this abstract setting is straightforward.
The only minor technical complication arises from the restriction of the non-parameter
gluing to ¢; and co which is necessary for preserving the possibility that the parameter
parts of X and ¥ may be partial. For achieving this cleanly, we have to construct this first
gluing from appropriate subobjects. For the parameter part, however, no such subobjects
are necessary since the tabulation does not reach beyond the domain and range of V.

Definition 6.2.5 [—141, 142, 173] Under the preconditions of Def. 6.2.3, a cospan
G123+ G5+Y-Gy is a constructed pullout if it may be obtained by the following steps:
e Let A1 : C'1 — G1 be a subobject for ¢1, and let Ay : Co — G4o be a subobject for co.
o Let Clﬁ»GuJIj—“Cg be a gluing for Ai;UsA,.

Let G1<X—”GU&>G2 be a tabulation for V.

Define B := X A[3X,, U Uiy Wy,.

o Let Gy-2unGy-Au@y, be a gluing for B.

Define: X = AX Ay, U XA, U= WAy, U WA, O

Cy AU >\2 1 V2 14 U1
gluing tabulation
\I’u U \I/U v
Gu B Gy

gluing
Ay Ay
Gs

The stacked gluing construction induces large expressions, so proving the correctness of
this construction involves lengthy tedious calculations which are relegated to Appendix
B.1 starting on page 173; these calculations show the following:

Theorem 6.2.6 1731 A constructed pullout is a well-defined glued tabulation. O

We have already shown an example pullout in the introduction (page 24); we now show a
slight variation that has non-empty contexts in R and H.
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We still have to show that constructed pullout for a gluing setup with standard gluing
morphisms is well-defined, and produces a commuting square:

Theorem 6.2.7 (1771 Let a gluing setup (G, ug, vo, =, ®) be given where ® and = both
are standard gluing morphisms. Defining U := ®7upZE and V' := @ 5up:= then ensures
direct interface preservation, and a constructed pullout G X, G3<L-G, commutes, that
is, ®:X = =W,

Proof: Direct interface preservation follows from interface preservation as we have seen
on page 135. The proof of commutativity may be found in Appendix B.1 on page 177. O

6.3 Pullout Complements

For pullout complements, let us first consider the case that vg:;® is univalent, that is, that
the rule is left-linear. For the pullback-part of the construction, Theorem 5.5.5 is then
applicable and the parameter image may just be copied from the application graph to the
host graph and does not need any special treatment. As a result, we may use the straight
host construction of Def. 5.4.6 to obtain a pullout complement, as proven in Sect. B.2:

Theorem 6.3.1 139, 140, 142, 150, 179, 183, 200) Let a gluing object Gy along ug over vy and a
standard gluing morphism ® : G — £ be given, and a morphism X : £ — A. Define:

vy = ran(vy®) up = ran (uy®) a1 = wuiU(ran®)~
vy = ran (viX) us = ran (upX) c3 = wugl(ranX)™

If the following conditions are satisfied:
(i) @ is univalent

(ii) ¢13X is univalent, and ¢; C dom X,
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(iii) X is almost-injective besides u,
(iv) Xs(ranX)™ C upsX,
then the straight host construction of Def. 5.4.6 delivers a pullout complement.

Furthermore, = is a standard gluing morphism if the following additional conditions are
satisfied:

(v) v3Muvs € uz and
(vi) Xsug C upsX. O

In the general case, however, we need the same equivalence relation complement as for
general pullback complements, only in the appropriate restriction to the parameter part.
In the preconditions of the following theorem, the only differences to the preconditions
of Theorem 6.3.1 are the omission of 6.3.1.i), so that now, by ® being a standard gluing
morphism, only ug:® needs to be univalent instead of the whole of ®, and insertion of a
new condition (iv).

Theorem 6.3.2 (140, 142, 143, 181, 152]  Let a gluing object G along ug over vy and a standard
gluing morphism ® : G — L be given, and a morphism X : £ — A. Define:
vy = ran (vy:P) up = ran(up®) 1 = wupU(ran®)~
vy = ran(v;X) uz = ran (upX) cg = wugU(ranX)™
If the following conditions are satisfied:
(i) ¢13X is univalent, and ¢; C dom X,
(ii) X is almost-injective besides uq,
(iii) Xs(ranX)™ C upsX,
(iv) there is a partial equivalence relation © : A < A such that
ran® = w3 X% XMe C I
u3® L us 113X0 = OTued:X

then there is a pullout complement A-S+H Y £ constructed as follows:

e Let V contain the variable instantiation, characterised as a combined quotient and
subobject by v : A < V with:

viv=1, viv =0 .
e Let C be the subobject of A containing the context:
A:C— A A =1 AN =c3

e Let C—+»H~<"-V be the gluing of Z : C « V with Z := A
e Define: ¥ :=5AUky and 2 := &X',
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c o g

Furthermore, = is a standard gluing morphism if the following additional conditions are
satisfied:

(v) v3Mos T uz and
(vi) Xsug C upX. O

The proof of this theorem may be found in Sect. B.2, starting on page 181.

6.4 Pullout Rewriting

With pullouts and pullout complements in place, it is straightforward to set up a double-
pullout approach in analogy to the double-pushout approach.

Definition 6.4.1 In a Dedekind category D, a double-pullout rule £-<21—(G,ug) 28R
consists of a gluing object G along wug, the left-hand side and right-hand side objects L
and R, and two standard gluing morphisms ®r, : G < £ and &R : G < R.

Such a double-pullout rule is called left-linear iff @y, is univalent.

Given such a rule, if for an application object A and a morphism Xp, : £ < A all pre-
conditions of Theorem 6.3.2 hold, then the rule is applicable to A via Xy, and application
first calculates a pullout complement G —=»H —YL» A for (g,uo)ﬂ»ﬁﬁnﬁl, and then
constructs a pullout R B BYR 1 for T\’,fbi(g, uo) —=+H, where B is the result of the
application. O

The following left-linear rule will be used below:

uO(\

_ N\

% €—— PhiL €——

> PhiR———

o

The condition that X, is almost-injective besides ran (ug:®r,), used as precondition 6.3.1.iii)
and 6.3.2.i1) in the pullout complement constructions, is in fact an eztended identification
condition that forbids identifications via X, not only in the context (ran ®1,)~, but also in
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the parameter part ran (vp:®r,) of the rule’s left-hand side. If this extended identification
condition is violated, the parameter part of the resulting host morphism is not necessarily
(almost-)injective anymore. This happens for example in the following setup:

uO(\

N
Chi‘LZ /

X

Here, ®r, is an identity, and the straight host construction also lets Wy, be an identity and
= = X, where the parameter part is not injective.

For the right-hand side, the pullout construction of Def. 6.2.5 continues to be possible,
but it does not produce a pullout:

uo

Commutativity fails: =Wy relates both “strands” of the parameter part of the gluing
graph with their joint image in the result graph, while ®;Xy relates each “strand” only
with its own image.
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In the Theorems 6.3.1 and 6.3.2, additional conditions ensure that the resulting host
morphism = will be a standard gluing morphism. These conditions, together with the
original dangling condition that here occurs as 6.3.1.iv) and 6.3.2.iii), give rise to an
extended dangling condition that forbids edges between the context of the application
graph and not only the image of that part of the left-hand side not covered by ®1,, but
also the image of the parameter part of the left-hand side. In the following example, this
last condition fails: the preserved context edge is incident with a parameter node outside
the border:

[ €———PhiL €— A ——>»PhiR—3|

—
% =\
' ’ éﬂR
XL/ v x
O 3 B
e ————— i N R Y
—— e LW
| ,,
s

The pullout construction of Def. 6.2.5 is still possible, but again does not deliver a pullout:
this time it is the equation for Xg:Xp, that fails, since the context edge “inhibits replication”
of its incident node, so Xg is not almost-injective besides uy.

Since with ug = 1, the double-pullout approach reduces to the double-pullback approach,
it inherits all the expressivity of the double-pullback approach, which comprises that of
most well-known graph rewriting systems, see [ , ]. On the other hand, with
ug = I the double-pullout approach reduces to the double-pushout approach, so it can
be employed in contexts where this more popular approach was employed, with “full
backwards compatibility”.

Already the simple rules we have shown so far should give some understanding how the
double-pullout approach allows to harness the replicative power of the pullback approaches
inside the intuitive setting of the double-pushout approach. The way parameters are
handled is, due to its relation with pullback rewriting, of course quite different from more
substitution-based variable concepts, but still reasonably easy to grasp. When emulating
hyperedge substitution, it is probably most natural to do this in the context of hypergraphs
considered as sigDHG-algebras.
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Apart from this “standard” double-pullout rewriting approach, other approaches are of
course possible. Certain constrained variants of the restricted derivations approach may
seem most attractive — the following all tackle restrictions imposed by the (extended)
dangling condition:

e Use the straight host construction (or the sloppy host construction) in all cases where
it produces a host morphism that is a standard gluing morphism.

e Adapt the straight host construction so that it deletes edges that are incident with
the parameter part (ran ¥ = (ran X — ran (up:®:X))Uran (vp:®:X)), and then proceed
as above.

e Analogously adapt the sloppy host construction, or the construction of Theorem
6.3.2, which is a generalisation of it, so that it deletes edges that are incident with
the parameter part.

The fact that it is possible to exert such fine-grained control over the rewriting mechanism
while staying on the component-free level all the time is clearly a major advantage of the
relation-algebraic approach.

6.5 The Weak Pullout Construction

The pullout construction quite obviously cannot hide its genesis from constructions in-
tended for mappings.

In particular, the result morphisms X and ¥ are univalent on the interface part and
(besides border identification) injective on the parameter part. The latter implies that
overlaps between the images of different parameters forbid application of double-pullout
rules, and applying the constructions nevertheless will not preserve this overlap, as has
been seen in the example on page 141.

Since such a limitation may not always be acceptable, we now explore a variant that
allows slightly more general relations. In particular, we are going to allow identifications
between the images of different parameters as prescribed by the host, and right-hand
side morphisms that are not univalent on the interface part, both, however, with certain
restrictions, that we are now going to introduce.

First of all, let us consider what kinds of gluing setups we would like to start with.
According to the discussion above, we will not require that the parameter part of Xy, be
injective. In comparison with the “pure” double-pullout approach, this means that we also
drop univalence of the converse of the parameter part of the host morphism =. However,
we preserve totality and univalence of the interface part, since for host morphisms, the
interface should essentially be embedded as-is, and we formulate this as univalence.

Definition 6.5.1 Let a gluing object Gy along ug over vy and an interface preserving
morphism = from Gy to another object G5 be given.
= is called a host morphism along ug over vg if the following condition holds:

e interface univalence: up:= is univalent O
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As another motivation one can argue that for parameters, the host morphism specifies
instantiation, and therefore need not be restricted.

The morphism from the gluing object to a rule’s right-hand side specifies replication of
parameters, and therefore must not identify different parameters, since this would involve
unification of their instantiation, which will in general not be possible. Therefore, we
are going to forbid such identification. However, we cannot enforce this via injectivity
on the parameter component, since we still want to allow the right-hand side morphism
to specify identification of variable borders. Therefore, almost-injectivity is the natural
choice. The difference with the functional setting is that we do not prescribe univalence
on the interface part.

Definition 6.5.2 Let a gluing object Gy along ug over vy and an interface preserving
morphism ® from Gy to another object G be given.
® is called an rhs-morphism along ug over v if the following condition holds:

e parameter injectivity: ® is almost-injective (on vg) besides ug. O

Putting these two together, we obtain a special kind of span that is going to be the starting
point for our result construction:

Definition 6.5.3 A gluing setup (G, ug, vo, =, ®) is called a result gluing setup if = is a
host morphism along ug over vy and ® is an rhs-morphism along ug over vy. O

The following figure now summarises a few important aspects about our desired result
construction.

We start from a gluing object over a gluing graph G, with interface component u and
parameter component v, a host morphism = : G — H from G to a host graph H, and an
rhs-morphism @ : G — R from G to a right-hand side R.

Because of interface preservation (see Lemma 6.1.3.ii), the parts hy := (ran =)~ and
r1 := (ran®)™ can be attached to the respective image of G only at the interface parts
— including of course the border between interface and parameter parts, but this is not
made very explicit in the drawing.

The parameter part of the host graph H will contain what is considered as an instan-
tiation of the parameter component of GG, while the parameter part of R may indicate the
need for replication of the parameters — this should explain the different graphical effects
used for the parameter parts of H and R.

The interface part of H has to be a univalent image of the interface component of G,
but it may contain identifications — the possibility of identifications is nowhere indicated
in the drawing. In contrast, the interface part of R will be considered as an instantiation
of the interface component of GG, and is not subject to any particular constraints, except
those imposed by interface preservation, mostly concerning the border with the other
parts. (In practical applications, the interface component will frequently be discrete and
therefore only designate legitimate borders; the scope of possible instantiations via ® is
then of course restricted to identifications.)
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univalent

almost-injective

The result graph B then should contain copies of r and h, which may, however, suffer
identification of different parts of their borders, therefore we can demand only almost-
injectivity for the result morphisms on these parts.

Almost the same applies for the interface part of R, but there we cannot even demand
almost-injectivity, since the host morphism = may dictate internal identifications in the
interface part, which then carry over to the result.

For the parameter part of the host graph H, we do not just need a single copy, but a
“replicated copy”, according to the replication prescription in the parameter part of ®.

We need to impose an additional condition that slightly restricts the liberties of the
result gluing setups of Def. 6.5.3 in order to ensure well-definedness of the result construc-
tion:

Definition 6.5.4 195 A gluing setup (Go, uo, vo, =, ®) is called reasonable if the whole
of Gg is covered by the domains of the univalent part of ® and of the injective part of =:

I T dom (upa ®) Uinjdom = , (spurious)

and if
dom (Zs(ranZ)™) C dom (upa @) . O

These two conditions could be unified into the following single inclusion:
(injdom =)~ U dom (Z:(ran Z)~) C dom (upa ®)

The first condition in particular ensures univalence of ® on the pre-image of ug M v9; the
second condition extends univalence of ® also to the pre-image of the last border of ran =
(or, equivalently because of interface preservation, of us).

In the following example (with empty interface ug), injdom = is empty, and @ is univa-
lent only on the top node, so (spurious) does not hold, and the result construction we are
going to define below delivers a result that does not even commute:



146 6. Relational Rewriting in Dedekind Categories

——————>»PhR— 3|

Xi

In order to make (spurious) superfluous, we would need some way to find out whether
different graph parts in R lie in the same “replication component” of replication via ®.

()
G R
different same ‘‘index’’ /
a same ‘‘ compopent’’
_ Tt
3
should be
identified
H \Y

Since the identification of “replication components” would be similarly non-constructive
as the equivalence relation complements needed for pullback complements, we rather keep
the condition (spurious).

For obtaining a result, we use the intuition established above to merge aspects of the
relational characterisations of pushouts (Def. 5.3.2) and pullbacks (Def. 5.1.2) into the
amalgamated “weak pullout” construction:

Definition 6.5.5 Given a gluing setup (Gg,ug,vg, =, ®), then a weak pullout for this
setup is a cospan of morphisms G4 ¥, G3~X-@ that completes the given span to a weak
pullout diagram along ug (over vg), which is a square
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Go—2 .
= X
Go G3

where the conditions below hold.
First we define two additional abbreviations:

vy = ran(v;X) wy = we U (ranE)™

In addition, let fy := dom (upa ®) denote the domain of the univalent part of ®. Finally,
we introduce the following abbreviations:

Q = OhugfpZ
Qp = d5fp=E
Q. = DOTupE
Q, = QOTupZ
For a weak pullout diagram, we demand that the following conditions hold:
— commutativity: X = =ZU
— the combination property: I = XGepXUWgyW U (VoW M X s5v:X)
— alternative commutativity: Xs¥0~ = QF05E
— semi-injectivity of X: XsX7 = ¢ UdomQ, U X;\I/“sﬂ}
— semi-injectivity of W: U™ = coUranQ, UQ X0 O

The combination property implies that X is univalent on ¢; and V¥ is univalent on g¢s.
The semi-injectivity conditions imply that ¥ is almost-injective besides ug and, to-
gether with (spurious), that X is almost-injective besides ran (upa ®).
For reasonable gluing setups, the weak pullout characterisation is monomorphic:

Theorem 6.5.6 [—156] Given a weak pullout diagram for a reasonable gluing setup, then
for every weak pullout diagram for the same setup there is a bijective mapping factoring
it, if the Dedekind category underlying the discussion may be embedded in a Dedekind
category with sharp products. O

The very technical proof is relegated to Sect. B.3. The indirect availability of sharp
products is necessary only for establishing the parameter part of the combination property
(Lemma B.3.3 on page 185), essentially because X is not even almost-injective on v;. In
fact, we do not need the availability of all products, but those products we need have to
be sharp.

The weak pullout construction itself now may proceed along the intuition established with
the figure on page 145. We make this construction precise in the following definition, which
is also intended to serve as a guideline for implementations. Therefore, we implement a
further optimisation: that part of the host parameter instantiation that is only in the
image of the univalent part of ® will not be replicated, so we remove it from the factor
for the tabulation and include it in the directly copied part.
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Definition 6.5.7 [—150, 190] Let a reasonable gluing setup (Go,ug, vo, 2, ®) be given,
consisting of a gluing object Gg along wug over vy, a host morphism = : Gy — G2, and an
rhs-morphism @ : Gg — Gj.

Then the following defines the direct result construction for this setting as a cospan
G122+ G351 Go.

We continue to use the abbreviations from Def. 6.1.4 and Def. 6.5.5, and we introduce
a few additional abbreviations for further important partial identities:

e yp := injdom = is the domain of injectivity of Z; according to (spurious), it is possible
that ® is not univalent on yyg.

o fo := I ME\(fosTo2) is a partial identity describing the maximal part of G for
which the pre-image wrt. = lies completely in fo = dom (upa ®).

o ko := holl(vaM f3) by is that part of G that will be directly copied into the result,
consisting of the context and that part of the parameter instantiation that, because
of univalence of ®, will not be replicated.

Including the border bs between us and vs is not strictly necessary — it will be identi-

fied with its other instances in the quotient construction below — but it considerably
facilitates proofs.

For the parameter parts, we construct a direct tabulation G ~Z—V3—2+~G5 for
W = @ 50055 (v2 N f2)

Then Gy is the three-part direct sum via injections characterised as follows:

LG Gy vl = vk = 1
k:V3r— Gy kik = 1 kAT = AL it URGRUASA =1
A:Gy o Gy AN = ko o= AL

(It would be possible to use subobjects and standard direct sums for the same purpose,
but this single definition allows to work with fewer relations and laws and thus shortens
proofs.)

Go—2 . ¢

[1]

Gy L Vs b
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At this stage, we may define Xy : G; — G4 and ¥y : Gy — G4 to obtain a first square
completion of the starting diagram; this does, however, not yet commute:

Xg = UrskUPEAN
Vg = =50 UpsklUA

Note that we have Wy = Z5up®se U psk U A because of Def. 6.1.2.i1). For making the
result commute, we now have to identify borders between the different components of the
three-part sum in GG4. For this purpose we first define separate relations each relating one
pair of borders:

Q1 = Tk
Q2 = Xpm
Q3 = P55
Qs = Py EE sy P

The following drawing documents the typing of the essential parts of these @Q);, leaving out
the leading and trailing injections for the sum in Gjy.

)
4

Q4 transfers interface identifications from uy= to c¢;sX. Without the yg’, it would overly
destroy injectivity inside u;. Because of (spurious), we have y5" C fo, so the effect of Q4 is
limited to the image of the univalent part of ®.

Since @ is almost-injective on vy, no corresponding identification relation needs to be
established for vs.

Now we define © : G4 <+ G4 as the equivalence relation connecting the border compo-
nents that are replicated in different parts of the sum:

0:=(QuUQ)", where Q:=0Q1UQUQ3UQy .

Finally, G5 is the quotient of G4 by ©, with total, univalent and surjective projection
0 : G4 — (3, and we define

X := Xy and U= Upil . O

Even though there are relatively many components to take care of, the reader will no-
tice that the “gluing together” is essentially straightforward and strictly oriented at the
guidelines lined out along the drawing on page 145.

The proof of correctness is therefore not very creative, but rather lengthy because of
the many interconnections involved; it has been relegated to Sect. B.4, starting on page
190. It proves the following:



150 6. Relational Rewriting in Dedekind Categories

Theorem 6.5.8 If for a reasonable gluing setup the tabulation, sub-direct sum, and quo-
tient of Def. 6.5.7 exist, then this direct result construction produces a weak pullout. O

For left-linear rules, we may again use the straight host construction for obtaining a weak
pullout complement. The preconditions are slightly changed, again: In the following, the
difference to the preconditions of Theorem 6.3.1 is in (ii), where X need not be almost-
injective on v; anymore:

Theorem 6.5.9 [—199) Let a gluing object G along ug over vy and a standard gluing
morphism ® : G — L be given, and a morphism X : £ — A. Define:

v = ran (vp:P) up = ran (up®) c = vy Uw
vy = ran (viX) uz = ran (upX) c3 = (ranX)~ Uug

If the following conditions are satisfied:
(i) ¢13X is univalent, and ¢; C dom X,
(ii) X is almost-injective besides ran ®,

(iii) Xi(ranX)™ C upsX,

(iv) vg Moy C ug and
(v) Xsug C upX.

then the straight host construction of Def. 5.4.6 delivers a weak pullout complement. [J

The proof of this theorem may be found in Sect. B.5.

For a double-weak-pullout approach, these last two theorems together establish the
technicalities, limited to left-linear rules. However, this double-weak-pullout approach
allows and preserves overlap between parameters.



Chapter 7

Conclusion and Outlook

In Chapters 2-4 we showed how unary signatures naturally give rise to strict Dedekind
categories of graph structures. This means that a concept of “relational graph-structure
homomorphism” makes sense, and allows the full range of relation-algebraic reasoning as
far as complements are not involved.

We then limited ourselves to an abstract setting of strict Dedekind categories. In
Chapter 5 we investigated the main categorical approaches to graph rewriting, namely
the double- and single-pushout approach, and the single- and double-pullback approach,
and in summary, the relation-algebraic approach turns out to be a good middle road for
formalising categoric graph-structure transformation:

e Much of the literature of the categoric approaches to graph rewriting uses a “sim-
plistic category-theoretic setting”: pushouts, pullbacks, monomorphisms, and other
concepts on that level are used, and contribute to attaining a useful level of abstrac-
tion, while still being accessible from a reasonable level of prerequisites.

However, not all important concepts can be formalised on this level: that part of
the literature then resorts to component-wise definitions of, for example, the gluing
condition or conflict-freeness.

e It is well-known, and frequently pointed out in the literature, that graph structures
with conventional graph-structure homomorphisms give rise to topoi. However, not
many of those interested in applications of graph transformations are equipped with
the prerequisites for being able to follow topos-theoretic arguments. Therefore, most
of the literature abstains from actually using the power of graph-structure topoi.

e The Dedekind category approach put forward in this thesis, although formally em-
bedded in category theory, in fact offers itself more to a typical relational style of
reasoning than to the typical category-theoretic style.

This kind of relational reasoning, with its inherent vicinity to matrix calculations and
linear algebra, is probably much more accessible to many people with diverse back-
grounds and an interest in graph transformation than even the “simplistic category-
theoretic setting”. Although in comparison with the latter, Dedekind categories
come equipped with more operations and laws, many of these operations and laws
are actually more familiar to prospective users of graph transformation than even
pushouts or pullbacks.

In addition, as we have shown, (strict) Dedekind categories allow to capture all the
central concepts of the categoric approaches to graph transformation in a component-
free manner.

Furthermore, the relation-algebraic approach allows rather fine-grained customisation and
combination of different approaches, as we documented with the pullout approaches of
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Chapter 6, which served as a “natural” incorporation of variable concepts into the double-
pushout approach, achieved via an amalgamation of pushouts and pullbacks, and made
possible through the unifying view of relational graph-structure homomorphisms.

For reasons of space we omitted discussion of labelled structures — in the unary algebra
approach, there are two possibilities to formalise labelled structures:

e Some sorts are designated as “label sorts”, and only those morphisms are considered
that for all label sorts have identities as the corresponding components.

e A special “label algebra” (similar to the alphabet graph on page 20) is selected, and
mappings from other algebras to this label algebra are considered as objects, and re-
lational morphisms respecting these label mappings as morphisms. This corresponds
to the comma-category approach that is also used under the name “typed graphs”,
see for example | , .

In both cases it is easy to establish that labelled unary algebras again give rise to Dedekind
categories, and that the standard construction of subobjects, quotients, direct sums and
direct products remain possible.

Some more work will need to deal with partial labellings and interactions between
labellings and parameter parts.

Future work will also have to tackle the usual body of questions about interaction of
and relations between several direct derivation steps, so that parallel and sequential inde-
pendence conditions, and embedding, amalgamation and distribution conditions may be
established, see | , Sect. 3.2].

In addition, it will be interesting to investigate categories of hierarchical graphs, and
how these may be incorporated into our approach in such a way that parameters can be
matched across different levels of the hierarchy.

Also, one may want to investigate applications of Dedekind categories of graph struc-
tures over bases that are not just the Dedekind category Rel of concrete relations, but
perhaps fuzzy relations, or other Dedekind categories of abstract or concrete graph struc-
tures.
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Appendix A

Proofs of Auxiliary Properties

A.1 Allegory Properties

Proposition A.1.1 671 Both modal rules
QRS
QRS

together are equivalent to the Dedekind rule

Q;(R 1 QV;S) (ml)
(Q M S;Rv>;R (m2)

1

QRMNSC(QNSR )(RNQ:S) .

Proof: The modal rules follow immediately from the Dedekind rule:

(QNS:R )R
Q;(R M QV;S)

Conversely, assume that the modal rules hold. Then we have

Q:RMNSC(QNSR):(RNQS)C {

QRNS C Q(RNQS)NS (m1)

C (QNS(ROQSS) )H(RNQTSS) (m2)

C (QNS:R):(RNQTS) . meet properties: RMQ3SC R O
Lemma A.1.2 [—74, 76, 88, 91, 93, 100, 102, 129, 171, 176, 190-192] In every allegory, the following
hold:

(i) If F is univalent, then F5(RMS) = F5RM F5S
(i) If F is univalent, then (R:F M S)F = RNS:F

(iii) If F is a mapping (i.e., total and univalent), then:

RF C S & R

Ir1

S;F
Fi35R C S & R C FiS

Proof:

(i) “C” follows from meet-subdistributivity. For “C” we use a modal rule and univalence
of F:
FsRMOFsS C F;(RI_IFV;F;S) C F;(RI_IS)

(ii) “J” is an instance of a modal rule. For “C” we use univalence of F:

(RF NSHFCRFSFNSFC ROSE

165
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(iii) “=": since F is total, we have: R C RI:F C SiF
“«=": gince F' is univalent, we have: RF C SsF3F C 8
The second statement follows by conversion. O

Lemma A.1.3 If T4 4 and T 4 5 exist, we always have: T4 4T a5 =Tas.

Proof: “C” is immediate since T 4 5 is the greatest element of Mor[A, B].
For “J7, we know I 4 & T 4 4, so we obtain:

Tas=T4sTasCETaAsTas ]

In the presence of universal relations, totality may equivalently be defined in an alternative
way which is frequently easier to handle in proofs:

Lemma A.1.4 —ss) If for two objects A and B of an allegory, the universal relations
T4 and T 45 exist, then for every relation R : A < B, the following three conditions
are equivalent:

(i) I4 C RR”
(i) T44C RTpA
(iii) Tac T RTpe for all objects C for which T 4¢ and Ty exist.

Proof: iii) = ii) is trivial. ii) = i) follows with a modal rule:
4= ]IAI_I—"—_A’_A C ]IAI_IR;—H—B’_A C R;(RV;]I_AI_I—"—B’_A) = RR

i) = iii): For any object C, we have: T g4¢ =TT ac & RR5Toc & RTpe . O

We do not mention use of this lemma when proving or using totality in this way.

Lemma A.1.5 [—69, 76, 92, 168] For three objects A, B, and C in a locally co-complete
allegory, let R be a set of relations from B to C, and let F': A < B be a univalent relation.
If R is non-empty or if F' is total, then

[{R:R e FiR} C F5[ R
(Equality then follows from co-completeness.)
Proof: First assume that R is non-empty and Ry € R. Then:

[{R: R e FiR} FsRyM[ {R: R e F5R}

C F(RoMF5[{R:R e F5R}) modal rule

C Fi(RoN[{R:R e FFiR}) co-completeness
C F(RoN[{R:R e R}) F' univalent

= Fi[]R

If R is empty, then, using totality of F"

[HR:Re FiR}=[10=T=FT=F[|0=F[]]R O
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A.2 Partial Identities

With respect to partial identities, in all allegories, the following laws hold (some of them
can be used for an alternative axiomatisation of allegories, see | , 1):

Lemma A.2.1 (68
i) INnR(INS)=INRNOS
i) (INR;(INS)=ENSHINR)
(iii) QMR(INS)=(QNR):(INS)
) INQRNS)=IN(QMNR):S
(V) QN@sS:S™ = QIS8

)s
)s
(iv

Proof: (i) (IMR):(IMS) LINS)NR((IMNS)

INMRMS

(INR)INS

(INRHIMN(IMNR)SS) modal rule

(INRKINS)

1

I 1

(ii) follows from (i) together with commutativity of meet.

(iii) QM R(IMS) (QINS) MR)(IMNS) modal rule
(QMR):(INS)

Q(INS)NR(INS) C QNR(INS)

M1

(iv) IMQ:s(RMS) IN@MNL(ROS) ):(RMS) modal rule
= IN@Q@MNR NS );RMS)
C IN@nNR)S

The opposite inclusion is shown analogously.

(v) QNQ:S:S”

QINES:S™

Q:(IMNQ~@:S:S™) modal rule
= QINSNQ:Q:S):S) (iv)

C @(Ins:s)

The opposite inclusion is trivial. O

M

Lemma A.2.2 [—102, 108, 169, 187]

(i) dom ((Q M R):S) =1IMNQs:dom SsR™ and ran (Q:(RMS)) =1 M Rran @S

(ii) dom (Q:S) = dom (Q:dom S) and ran (Q:S) = ran (ran QsS5)

(iii) dom (dom R:S) = dom RMdom S and ran (R;ranS) =ran RMran S
(iv) dom (Q M R:S) = dom (@:S™ M R)

(v) dom(QMR)=INR"
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Proof: We only show the proofs for the respective first equalities:

(i) dom ((QMR):S) = IN(QMNR);S:SHQ MR
= IN((QMNR;S:S NQ))sR Lemma A.2.1.iv)
= IN(QNR;S:S NM(QMNR))R Lemma A.2.1.iv)
= IN@QMNR;INS:S)HR™ Lemma A.2.1.v)
= IN(@IANS:S)NR\R Lemma A.2.1.iii)
= INIANS:S)HR Lemma A.2.1.iv)
IM@QidomS:iR” Def. dom

(ii)) dom (@:S) = dom ((Q M Q):S)

= IMnQidomS:Q~ (1)
= I @sdom Sidom S™:Q~
= dom (Q:dom S) Def. dom

(iii) With (ii): dom (dom R;:S) = dom (dom Ridom S) = dom Ridom S = dom R M dom S

(iv) dom (Q M R:S) T dom ((@:S™ M R):S) modal rule
= dom ((@:S™ M R):dom S) (i)
C dom (@S MR)

The opposite inclusion is shown analogously.
(v) With (i): dom (QMR) =dom ((QM R)I) =IMNQsdomLR =1INQR" O

Lemma A.2.3 ¢ (PMNQ)x (RMNS)=(PxR)MN(Q xS), and analogously, given two
Z-indexed families (R;);.7 and (S;);7 with R; : A« C and S; : B« D for all i : Z,

M{i:ZTeRYx[{i:TeS}=[1{i:TeR:ixS;}

Proof:

(PNQ)x (RMNS) = mPNQym Np(RMOS)p”
= mPow Nm@Qm N pRip N psSip” 7, p univalent
= (PxR)N(QxS)

[Hi:Z e R} x[{i:Z e S;}
= m[{i:ZeRipm MNp[ {i:Z e S;}ip”
= [Hi:ZemRym }N[1{i:7 & p:Sip™} Lemma A.1.5
= [({i:ZTemRym }U{i:Z & p:S;ip}) meet comm. and assoc.
= [{i:Z e mRym MpSip } meet comm. and assoc.
= [{i:Z e R; xS;} O
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Note that this property crucially relies on the associativity of the meets in the product
factors with the meet in the definition of the relational product x. Therefore, the analogous
property for joins cannot be shown; in general, we have

(PUQ)X (RUS)Z (PxR)U(QxS) .
What can be shown is the opposite inclusion, or even the equality
(PUQ) X (RUS)=(PXR)UPxS)U(Q@xR)L(QxS) ;

however, this is not very useful in the contexts where we might seem to need such a
property.

A.3 Dedekind Category Properties

Lemma A.3.1 (s For the domain of the univalent part of R : A « B, we have:
dom (upa R) = dom R Mdom (R™\I).
Furthermore, for all Y C dom R we have

YR is univalent & Y C dom (upa R)

Proof: The inclusion dom (upa R) = dom (R R"\I) C dom R M dom (R"\I) is obvious.
The opposite inclusion is obtained in the following way:

domRMdom (R\I) = (INRR)MN(IMN(R\I):(R\I))

IMRR M (R\D(I/R)

INR(R NRS(R\I):(I/R)) modal rule
INRRS(R\IL):(I/R)

INRI(I/R) residual
IMR(I/R)

1M R(R\L)

= dom (RN R\I) Lemma A.2.2.v)
= dom (upa R)

1111

Furthermore, we have:

(dom R):(R™\I)

RR5(R\I) C RI=R
(dom (R\I)):R -

(R\IL);(R\I)3R = (R\I)s(I/R)RC (R\I)I =(R\I)

M
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Then, assuming Y C dom R, we have:

Y3R is univalent

R5Y;RCETI

ViR T R\I

Y C dom (R™\I) “<": dom (R\I);R C (R"\I) from above
“=7: Y CdomR

Y C dom RMdom (R™\I) Y CdomR

Y Cdom (RN R\I)
Y C dom (upa R)

T ¢

t e

O

A.4 Semi-Complements and Partial Identities in Dedekind Categories

Lemma A.4.1 [—171]
(i) If F is univalent, then
(ran R)~ =ran (((dom F') \ran (R:F7))sF) U (ran RUran F))™ |
(ii) If F' is total and univalent, then (ran (R:F"))~ C ran ((ran R)™:F"),

Proof:

(i) (ranR)™CY < ILCYUranR
< ranFU(ranF)”CY UranR
& ranFCYUranR and (ranF)>CYUranR

For the second inclusion, we have:

(ranF)CYUranR < ICYUranRUranF
< (ranRUranF)~YCY

For the first inclusion:

ranFCYUranR < FSFCYUranR F univalent
& dom FC FYSFEF U Fsran R F- F univalent
< domF C F3YsF Uran (RF) F univalent
< (domF) ~ran(R:F7) C F5Y3F~
& F5((domF) ~ran (RF))FCY F univalent
< ran(((domF) ~ran(R:F))F)CY F univalent

(ii) First we have:

(ranR)~ = ran(((domF)~ran(R:F")):F) U (ran R Uran F)™
= ran((ran (Rs )) sF') U (ran R U ran F)™ domF =1
3 ran((ran (RsF7))™:F)
= F(ran (RF))™5F F univalent

The whole inclusion is then equivalent to: (ran (R:F7))~ C Fi(ran R)™:F. O
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Lemma A.4.2 [-179)
(i) If F is total, univalent and surjective, then
(ran R)™ =ran ((ran (R:F"))™:F) and (ran (R:F7))~ Cran((ranR)™F)
(ii) If F is univalent and injective, then
(ran (R:F))™ =ran (((dom F) N\ ran R);F') L (ran F')™
(iii) If F is total, univalent and injective, then
(ran (R:F))~ =ran((ran R)™:F) U (ran F)~
Proof:
(i) We start from Lemma A.4.1.1):
(ran R)™
= ran(((domF) ~ran(R:F7)):F)U (ran RUran F)™
= ran((ran (R:F7))™sF) F surj.: (ranF)~ =1

= F(ran (RF))™5F F univalent
With Lemma A.1.2.iii) we then obtain: (ran (R:F"))™~ C Fs(ran R)™:F".

(ii) (ran(RF))"CY <« ICYUran(RF)
< ranFU(ranF)~ CY Uran (R:F)

< ranFCY Uran(RF) A (ran F)~ C Y Uran (R:F)

The second inclusion easily resolves in the following way:

(ran F)~ C Y Uran (R:F)
< ICYUran(ran RF)Uran F
< ICYUranF ran (ran RF') C ran F
& (ranF)YCY

For the first inclusion, we calculate:

ran F CY Uran (R:F)

ran F' C ran F5Ysran F' U ran (R:F)

ran F C F'SFYSEFSE U Fosran R F

Fdom F5F C F5(F5YsF Uran R F

dom F C F5Y3F Uran R F' injective
(domF)~ranRC F5Y:F~

(1 I

ran (((dom F) NranR):F)C Y F univalent

(iii) follows immediately from (ii).

F5((domF)~NranR)$;FCY F univalent and injective
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A.5 Symmetric Quotients

The following properties of symmetric quotients are shown here using only the setting of
locally complete distributive allegories.

Lemma A.5.1 [~125]

(i) (sya(R,S))” =sya(S, R)

(ii) Rssyq(R,S) = Ssran(syq(R,S))
(iii) syq(R,S)iranS C RS

Proof:

(i) (sya(R,S))” = |HX|QXCS and X:S"CQ e X7}
LHY | @Y CS and Y5S CQ7}
= LY |SYCQ and Y:Q C S} = syq(S,R)

(i) Rsyq(R,S) = Rssyq(R,S)ran (syq(R,S))

C  Siran (syq(R,S)) Def. syq

C Si(syq(R,S))syq(R, S) Def. ran

= Sisyq(S, R)syq(R, S) (i)

C Risyq(R,S) Def. syq
(iii) syq(R,S)ranS C syq(R,S):S5S T RS O
Lemma A.5.2 [~12] If R is difunctional, then R:Risyq(R,S) C syq(R,S), and

R Risyq(R, S) = ran Risyq(R, S).

Proof: X LC syq(R,S) RXCS and X:STC R
RXCS and RGRX:S C RGRR
RRSRXCS and RGRX:S C R

& R5R:X Csyq(R,S)

¢4

The second statement easily follows from this:

R 5Rssyq(R, S) = ran RiR 5 Risyq(R, S) C ran Risyq(R, S) C R Risyq(R, S) O



Appendix B

Proofs for Relational Rewriting, Chapter 6

B.1 Correctness of the Glued Tabulation Construction

For showing Theorem 6.2.6, let us first summarise the properties resulting from the sub-
constructions of Def. 6.2.5:

o 0120 G, <Y (O, is a gluing for AUs Ay

Xy W, ApUN)E = AU AN XU = cpUBkey

XX, = AuUA)P = AUPsA] NiXpXph = cpsUPse

VU0 = (ApUid)E = AU, iUy = cpU%iey
XX, U, =1

(When using the porperties to the right, we immediately drop the c; respectively co
where they are imlied by the context.)

o G2 G, Yu G, is a tabulation for V:
Xy, =V XX, =domV VW, =ranV XX, MU, =1
Au Au 3 1 .
o G, (G3<2G, is a gluing for B:

Ay, = BY Ay, = B® AyA = BE ANy UAA, =1

u

AsUsA;

\ilumg// wulatlo/n{

\:\hnng/

We first of all simplify the different compositions with B, in order to be able to eliminate
BY, B® and B¥ from later considerations.

XpB = XpXpA[X, UXp¥sAsW, = dom ViAX, U Vi

VB = ViXpA[X, U WA, = VHALX, Uran VidgW,
}(u;Bv = Xu;X:L;)\l;X; U XU;QZ;AQ;\II; = Al;UB>;X; l_l Al;U;\Il;
UiB™ = VXX, UWsUigsUs = \os(U7)EXT U AU S50,

173
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XpBiB™ = domViA[iX ;B U ViAyW,s B~
= dom ViATAUP X, U dom VA AU B L
Vidyidos (U7 EXD LI VA AU 0
= dom Vic:UPX, L dom ViesUB W, 1 Vieos(UT)E:X, U ViegsU €W,
= dom Vacl=Ul$>;X; LI dom V;U;\I/;
VBB~ = V5AX B Uran VidgW,s B~
= VIALARUEX, U VIADAU B, 1
ran Vidyidos(U7)EEXS U ran Vidgidg:U 0,
Ve UPsX, U Ve UB W U ran Viegs(U7)B5X, U ran Viegs U 60,
ran Vi(U7)BE:X, U ran Vieg U0,
M UPXBUAUS U B
= AUBdom VXX, UAUP VNS, U
Al;U;VV;AIqu U AU Bsran VidyiWy,
= AUPsdom VA X, U A UBkran ViA;i 0,
VBB = M\i(U)EX:BUANUSYB
= A(U")Eidom ViA[iX, U Ao (U ) B ViAW, U
AUV ALK, U AgsU Sran Vil 0,
= A(U")Eidom ViA[iX, U AU Firan Vi) 0,

XuBB

For X,, and ¥, the third steps are contained in the first:

XBB:B™ = ApUPidom ViA[i X, B~ U ApsUBran VidgiW,s B”
= A:UPsdom VAT AU X, U AU sdom VAT AU, U
ApUBsran Vidg:do: (U 7)EX, U AsUBsran VidgidgsU €50,
= AUPsdom ViepsUPsX, U ApsUP sdom ViU B W, L
A UBsran Vi(U)EXS U AU Bsran ViU <40
ApUBX, U AU,
XuB~

U,sBB:B™ = Mos(U)Bidom ViA[iXys B~ U AgsUSsran ViAW s B”
= A(U)Eidom VATAUP X, U Ao (U7) Eidom VAT AU B L
Ao UEsran Vidgido: (U EXS U AgsU Firan Vidyidgs U 40
= A(U)Eidom ViUPX, U Aos (U7)Eidom ViU BN, L
Ao UEsran Vi(U7)EX, U AgsU Siran Ve U W,
C As(U)EX, U U0,
= U;B”
This implies Xui(B)E = XyiB~ and Wyus(B)E = W,:B”, and X,sBE = X, UX BB and
U, BE=",UV,;;B;B.
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For X, and ¥,, the fourth is contained in the second:

X:BiBB:B~ = dom VicsUP:X,sB:B™ Udom ViU s B: B~
= dom Vic:UPsdom V;cl;UBﬂX; LI dom ViesUP sdom V;U;\I/; L
dom ViU®iran Vs(U7)E: X, L dom ViUBkran VicgsU 450,
dom ViicysUP X, L dom VU B W,
= XyB:B~
UiB:BB:B~ = ranVi(U )BX:B:B” Uran ViegsU %W s BB~
ran V(U ")Eidom ViepsUP X, U ran V(U ) Eidom ViU B 1
ran Vicg:U Ssran Vi(U7)EX U ran ViegsU Siran Viegs U 40,
ran Vs(U7)E:X, U ran Viep U0,
VBB~

So we have U,sB® = U, UV, :B:B~ and X;B¥ = X, UX,:B:B".
These facts help to simplify the different components arising from the left-hand sides
of the glued tabulation conditions:

AN Xy BEXpA = AXXpA UNX B BiX i\
= cpUP UcepUPsdom Vi X XA U UBran Va5, X5\
= CliUB>

AN Xy BEWUshy = A[iX W UAX BB Wi

APABUBEENS A U s U sdom VA X Wi Ao U UBkran ViS00 Ay
UB U ¢sUPsdom ViUE 1 UBran ViU <
U®
N[ X B'X, = cpUPX;X, U U X,
= cpUPsdomV UUBEY™ = UBY~
N Xy (B)E, = A\[iX,;BY, = cpUPX,0, UUBT T,
= cpUPVUUBranV = U¥ranV
X BEW s\ = X;BiWUiy = XX UE U X0, USe
= domV:UP U V:U%¢; = dom ViU
A0 (BIYEW, = \5U,:B5W, = (U)EX5U, UcepaUSU,0,
= (U)EVUcpU%EranV = cpU%ranV
AU BNy = AW Wiidg LW, BB i g
e U U (U7)Eidom VA X Widg U cosUFran Vg W, s Wi g
e U2 1 (Uv);dom ViUB U cosUSran ViU Sy
coiU
XXy U X BiB X,
= domV Ldom V;cl;UB%X;;XU LI dom V;U;‘I’;;XU
dom V U dom Viep:UPsdom V U dom ViU BV~
= domV Udom Vicj:UPsdom V

AN X,: (B7)E:X,

X5 B®5X,

v
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Xy;B®:0, = X,;U,UX;B:BY,
= V Udom Vie:UP:X,: W, U dom V:UE:W 5w,
= V Udom VicisUP:V Lidom ViU®sran V
= VUudomViU®ranV
UBPW, = U,U,UV,:B:BY,
= ranV UranVs(U)EXW, U ran Viep U050,
ran V L ran V;(UV);V U ran Vicg:USran V
ranV Uran VicgsU%ran V

This allows us to show the first three glued tabulation properties:

X0 = (WX UX A )s(ApUsAe LAY,
A XA AW Ao LA Ay AWy, U XA AU s U X AGA LT,
N[ X BEW s\ U A X: (BB, U X BES Ay LU X BP0,
U UBran V U dom V:U® UV U dom ViUBsran V
UuEuv
XsX7 = (ADXwAy UX Ay )si(Ap XM UASX,)
= ABXpApAp XA UAX Ay Ay Xy U XGAGA XA U XAy A X,
= AN X uBEX A UNXs (B)EX, U X BEX 3\ U X :BP:X,
= cUP LUV U VU Udom V U dom ViesUBsdom V
= domV UciiUPs¢q

UU™ = (AW, UW5SA ) (A Wsde UAST,)
= AWy As AW o UAGW A AW, UWSAGA Y A LW SA ALY,
= AU uBEHhWUA U, (BB, U W BEN Ay U W, BP0,
coUR U epsUSran V U ran ViU Sea Uran V U ran Viegs U Sran V
ran V L cosU Fsicy

We now prepare to show the last property, namely:
X5epX U U heW U (X G5opX MU sugsW) =1
With Lemma A.1.2.iii), we have:
ApXp A XAy C ez & XXy C Ay, & XpsAiX, C BE
ApXpep XAy C T & XpepX, C ApA, & XpepX, T B»

The last inclusion of the first row holds true by definition of B; the last inclusion of the
second row is shown as follows:

Xpieps Xy, = XpAPApX, = XpAPApABAX, © XA X XpApX, & BB T B»
With these preparations, we get:
XGepX = (ApXypAt UASXy )i (A XAy, U X55A,)
= ApXGAUATX Ay UASX A BX A U AGX A X s Ay U A X e XAy
= ApXXuAy UAXpAsX A, UASXp AKX Ay U A X e XAy,
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The corresponding inclusions for ¥ are shown in the same way, so we have the following

two-sided approximations for X sc:X and W icgs W

A X XAy
AW Ay,

Taking the join, this yields:

Cy =

C

C
C

XT3 X
U W

L
C

A X XAy UT
AU U sA, UT .

ANy = Ap(XpXy U0, A, = ApX XAy UASY WA,
XGepX U WhepU T AX XAy WAV YA, UT = 1

Now let us consider the parameter components. We have:

X5u5X

The first join component of this is contained in c3:

A XA v A XAy C c3

(A XA U ALK, s (A XAy U X 5AL)
A XA A Xy Ay U A XA X Ay U AKX A XAy U AKX A,

& XpApvpAXy T AgA,

& XoApX XX, C BY
& XXXy (X, © BB

With these preparations, we then have (the inclusions for ¥ are obtained in the same

way):

From this,

U3

C

A Xy XAy
AW U s A,

C
C

XX
U090

C
C

cg LU AX XAy,
c3 LAY 5sA,,

we may form the intersection and obtain:

ANy = Ap(XpX, MWW A, = ApXp XA, MASW WA,
X0 X M US0p0 T e U (ApXy XA, MASYsU5A,) C ez Uos

Now we may take both components together:

I=csUuvg X sepX U WU U (XsopX MW 0pW) 1

This completes the proof of the glued tabulation properties. O

Proof of commutativity of pullouts (Theorem 6.2.7): The pullout construction

gives us:

(1

v &

DN XAy U DX A, = Esdg WAy, UET 5A,
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We only show one inclusion; the opposite inclusion follows in the same way.

DN XAy C EA3 VA, &

(LN R | N

DN Xy Ay WAy,

DA Xy, T EAp U sAsA,

O\ X, C Z\y: 0, s BE

D\ X, =0,

O\ C EAp¥ X,

O] C EAgs s (U7)EN]

O\ C Sicgs(U7)EN]

ug®A] T ugZicoi (Zups® )BT interf. pres.
ug®A] C ugZs(Sups® )BT Def. ¢y

up C dom =

For the variable component, we have to be rather careful, since we do not have full injec-
tivity of vg:®, but only almost-injectivity. We first show the inclusion of the vg-component
of the variable part in the right-hand side’s variable part:

vo: P X A, C E5W A,
vo:®: X, C SV A sA,
vo:®: X, C =50 BP

vo:®: X, C SV, UEV BB~
vy ®: X,
ve: X,

111

11

vo:®:V C = L Zsran Viegs U<

(L N R N A

vy E dom (Zsvgsca)

=W, USiran V;(UV);X; L =iran V;CTUQE];\I’;
=W, USsran V;CQ;U@;\II;
vp:®: X0, C E U Siran Viegs U<

;PP W= C = U Tsvgicei (P iupiZ) S

ugve PP svpiugE C Sivgic (Eug PP upE)* ® almost-inj. bes. ug

To finish, it is sufficient to show inclusion of the wg-component in the right-hand side’s

interface part:

up® XA, C SApW A, &

(1N [ A R

ug:®: X, C A WAy Ay
ug® X, C =M\ 0,5(B7)E

up:®: X, C S VB~

up® X, C ZsA5i s (U)X LU EA A U0

ug® X, C Sicos(U7)EX, U Sicg:s U0,

up:®: X, C SicpsU 53X,

ug® X, C SicpsZ supi®: X,

ug C dom (Sica) O
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B.2 Correctness of the Pullout Complement Construction
Proof of Theorem 6.3.1: We have:
P2 = PHupd:XsWT = v XsUT
PupE = OupdXsUT = upXsWUr
OTupEEug® = upXsUSUiXu; = upXsX ug ran (u;X) C ran ¥
Zhup®PupE = UXGupXsWT T WU =1 u1;X univalent
For the parameter component, we additionally have the following;:

dom (®5vp:E) = dom (v Xs¥W™) = dom (v1:X)
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ran (P5vpE) = ran (@ XsWT) = ran (vpXsUT) = ran (vp¥Y)
The partitioning of G2 into parameter part vs and non-parameter part co can be copied
from Gjs:
cy = ran(eg¥)
ve = ran(v3¥7) = ran (ve:®:XsWT) = ran (UO;E)
vy = ran(vp:®X) = ran (vp®XsUW) = ran (vp:=W) = ran (vyV)
coUve = ran(cz¥7)Uran (v3¥7) = ran((es U ’Ug) ) =ran(¥U7) =1

With all this, we can derive the four pullout conditions:

X:XT = e UupXsXug Uwopsdom X
= c U (ul'X'Xv;ul)"' LI dom (’Ul;X) (11)
= ¢ U (P upZE ue®) ™ Udom (P750p:E)
= s ((I) UQ3 )E> cll_ldom(<I> N )
U~ = T = calran(®750pE) = c3(P ug=E) Ficg U ran (@ 5wpiE)
X507 = ran®:XsUT = upXsU UopXsW™ 5.4.7.vi)

= PTupZU O wpE = (PTupE)¥ U@ g

I = ranXUran¥ (iii), (iv) imply gluing cond.

= ran (c;X) Uran (v:X) Uran (cW) U ran (ves¥)

= ran (cp:X) Uran (e2s¥) U (ran (v:X) Mran (vgs W) ran (vi:X) = v3 = ran (v V)

= ran (cp;X) Uran (cV0) U (X TopX Mran (v W) ran (v V) C ran (v:X)
= XTepX U ¥V U (X 503X MU S W) c1;X and ¥ univalent

For showing that = is a standard gluing morphism, we first show interface preservation of

=, and we start with calculating v5”:

vy = (ran(v3:¥7))™
= ran(((ran¥) N\ v3);¥7) U (dom ¥)™ Lemma A.4.2.ii)
= ran(((ran¥) \ v3);¥") U total

= ‘I/,((ran U) N vz U™ U univalent
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Furthermore, the inclusion

((ran¥) N wv3) = ((ranX — ran (®:X)) \ v3)
C (((ranX)~ Uran (®:X)) \ v3)
= (((ranX)™ U (uz Uwvs)) \ v3)
C (ranX)~Uus ,

together with (iv) and (vi) implies the following:
Xi((ran¥) N v3) CupX .

B. Proofs for Relational Rewriting, Chapter 6

Def. ¥
Lemma 2.7.10

This allows us to obtain the second interface preservation condition:

dom (Zs(v5" U ug))
= dom (5:W; ((ran U) N vg): U U EWsugU)
= dom (&:XsUWs((ran W) N vg): U L & Xs W Wsugs U)
= dom (&:X; ((ran U) N v3) U ®:Xsug)
= dom (®:Xs((ran ¥) \ v3) U PsuypsX)
= dom (®suy:X)
= dom (Psuq)
= g

The first interface preservation condition follows from (v):

vg M vy Wi W M Ws((ran ¥) N v3); 0~

Ui(vg M ((ran W) N v3) ¥~ T Ws(vz Mog’)s

uz CEran ¥
(vi), (i)
(*)

(ii)

® interface pres.

U~ C WugsP™

U2

Univalence of Ziby = Zs(ug Mwy) follows from the second interface preservation condition

together with univalence of ® (i) and of u:X (ii).

Univalence of ug:Z=:

—_——
—
= Uy

Totality of = on ug:

dom = dom (®:Xs0™)

dom (®:Xsran U)

Xi(ranX — ran (9:X)))
Xi(ran X — ran ($:X)))

(

(

(®s

(®s

dom (®:Xsran (9:X))
(:X)
(
(
(
(

dom

dom (®

[

dom

dom (®;dom X)
dom (®suq)

dom (®sran (up:®))
@)

dom (ug

uo

upZ = X550 5upd:Xs U = WX upXsU = Wugs U = ug

Lemma 2.6.9

(i)

Def. 6.2.1.ii)
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= almost-injective besides ug:

For showing the

{1

—_——
o -
—

= O:XsUhwX 50T

C &XX507

C &s(I U upsXsXsug )@

= &0 U DsupXsX supd”

C TUup®® sugUugd®:XsX 5P ug

= TUupd:XsX59 5ug
TUup®:Xs 0w X5 s5ug

= T UupZZ ug

181

VU univalent

X alm. inj.

® alm. inj. and inf. pres.
(i)
ran (®:X) C ran ¥
O

correctness of the general pullout complement construction, we assume

throughout the remainder of this section the setup of the statement of Theorem 6.3.2,
where the construction proceeded along the following diagram:

r P

References (i) to (vii) refer to the preconditions of Theorem 6.3.2.
First of all, we show the analogon of Lemma 5.4.7.vi):

Lemma B.2.1 (152, 183

Proof:

X;Ug

X5~

Xicg EupX

Xscs Xs(ran X)™ U Xsran (u1:X)
upX U XX upX
ups X L w2 X 5upX

upX

1111

Xsran (v:X)

XsX 5013 X503

v X U upsXsX 5013 Xvs
v X UupsXsvg

I 1

Xvg = vpX UupXsvg

XsU™ = ran &:XsW |

i)

Xran 07 = Xi(eg Uz U7 = Xiegs 0™ U Xswgs U7
uXocgs U U upsXsvgs U U o Xsvgs U
= upXs¥U UopXs¥U™ = (up Uo i XU = ran &B:XU™
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Lemma B.2.2 =153 ran ¥ = (ran X)"~ U ran (®:X)

Proof: ranV = ran(¢A)Uran(k507) = ranAUranv”
= (ranX)~UugUwvg = (ranX)™~ Uran (®:X) O
Lemma B.2.3 1821 ¢3:0 = ugivg
Proof: Because of image preservation, we have:
c3:0 = ((ran X)™ U ug)ivs3:© = uzw3:© = ugsvg O
Proof of Theorem 6.3.2: Z is univalent and injective:
7257 = vidsdw C vy =1
Z:Z7 = XAvsvsAT = AT = hugivogh C T Lemma B.2.3
This implies the following simpler shapes for the gluing properties for Z:
veT = Z¥ = Z
v o= ZP =1uZzz =1
T = Z9 =1
titlUkrsk = 1
Then we have:
TS50 = (A Uwk)s(AURY)
= At AUAGGRGY Ukl SN U viksk v~
= ATAUASAury U sAAU vy
= c3e3© LU Bseg IO
= 30O Lemma B.2.3
52 = &XsUuhwXher
= OXi(e3UO)X5D”
= ugp®Xic3: X5 ug U vgs®:Xi0: X3P T
= up®XsX 5P 5ug U g PP 50p: @ XX 5P 5 B.2.1, intf. pres., (iv)
= up®XsX 5P 5ug U g PP 50p: @5 P 5w (i)
= up®:Xi X9 ug L vgidom @ Def. 6.2.1.iv)
Univalence of ug:® shows @ 5up:Z:Z ug® = @ ug®: XX 5P 5ug:® = u:XsX 5up. The last
term is idempotent because of (i), so we have
XsXT = ¢ UupXsXug Uwvpsdom X
= ¢ UPSupSE ue® L dom (v1:X)
= ¢ U(®TupZEE ue®) T Udom (®750p:E)

= ci3(PuZ)®ic; U dom (@ 7wpiE)
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Here, we have used the following result, obtained using Lemma B.2.2:
dom (®7vp:E) = dom (P T5vp:®:XsW™) = dom (P 5 P:X)
= dom (v;:X:0) = dom (v;;:Xsdom©) = dom (v:Xsv3) = dom (v1:X)
¥ is total and injective:
U0~ = (AURSY (AU k)
= MU LSABK U KRSV AL U KV UK

e U sk Tk U KRG LU KK

= I univalence of ¢ and &

Phups = Pupd XU = up XU up:® univalent

Zugp PP upE = WX GupXsUT C U =1 u1:X univalent

U™ =T = co U ran (D50p:E) = co3(P 5up:E) ey U ran (P 5wpsE)

For this, we have used the following result:

ran (®5vp:E) = ran (v ®XsWT) = ran (vpXsOsWT)
= ran (v XsOwsk) U ran (v XsOsA7se)
= ran (vXswsk) Uran (vsXsugiA5e) = rank U ran (vsiugsA7se)

For “alternative commutativity”, we calculate:

X507 = ran ®:XsUT Lemma B.2.1

= upXsU UopXsW™

= upXsU UopXsWswswr U injective

= upXs¥U UopXie:Wr

= PhupZ U P d: XU

= (®TupE)¥ U & wp=E Def. =
The combination property needs only slightly more attention than in the proof of Theorem
6.3.1:
I = ranXUranV¥ (ii), (iii) imply gluing cond.

= ran (cp:X) Uran (v1:X) Uran (e0) U ran (v ¥)

= ran(cpX) Uran (c2s¥) U (ran (vi:X) Mran (vgs W) ran (vi:X) = v3 = ran (v V)
= ran(cp:X) Uran (cgsW) U (X0 X Mran (vgs W) ran (v W) C ran (v1:X)

= ran (cpX) Uran (es¥) U (X501:X 11 O) (iv)

XepX U ¥ e L (X 50X MW W) c13X univalent, U750 = ¢3 LU O
Standard commutativity uses (iii) and interface preservation of ® in the last step:
=0 = OXsUw = &iXseg LI &:XsO
= ®Xicg U PP 0P X = BiXscz Uvgs®iXsvg = P:X

The proof that with the additional conditions = is a standard gluing morphism proceeds
in essentially the same way as in the proof of Theorem 6.3.1. O
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B.3 Monomorphy of Weak Pullouts

The ease with which monomorphy of pullouts (Theorem 6.2.4) could be proved essentially
depended on the fact that both X and ¥ were almost-injective on the respective parameter
parts.

In the case of weak pullouts, we do not have almost-injectivity of X on the whole of
the parameter part, and therefore the argument will be more complicated.

In this context it is important to note that, given only almost-injectivity of ® on
vy besides ug, neither the pullout nor the weak pullout guarantee “strong alternative
parameter commutativity” vpXsWU v = @ vgsE, because identifications between border
nodes of the parameter images may be induced by other parts of the interface. Consider
the following situation, where the interface wg consists of everything but the two loop
edges, and the interface node that is not incident with one of the variables is identified
with one border node via ®, and with the other border node via =:

AN

i

e
]

Xi

]

/

This forces the result of the (weak) pullout construction to identify the two border nodes,
which implies that the inclusion ®5vg:Z C v1:XsW vy is strict in this case.

Outside the borders, however, we do have parameter commutativity via the parameter
part of the gluing object.

Lemma B.3.1 In weak pullouts, we have alternative parameter commutativity:
XU 09 = OTugE L b XsW by .

Proof: V13X U0
v1(® sug: foiE) P @Sy
v1:P 509 L Up(‘I’V;UO;fO;E;EV;UO;fO;q))+;(I)V;Ew2

—_——

1P e vy U v ugsZivg U vpug (@ ugs forZiE sugs for @) Ti® T Esugivg

—_——

= vp® wpEvg U vpsug® sugSiugivg U by (P g fo =B g for®) i@ Eiby
D 500:= L by @ 5Zibg L bys (D 5ugs for == Tsugs foi @) T3P 5 Esbg
= OhupZE LU b XsW by O
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Lemma B.3.2 (159

XU = epXsWUsug i Xs X = epXsX g, ey WU = oUW suy .

Proof: Obvious from alternative commutativity and the semi-injectivity properties to-
gether with Def. 6.1.2.i). O

The following lemma is the only place that employs the possible presence of sharp products.
It is open whether a proof without product exists; however, we conjecture that the typical
“cut-across diamond shape” of the constellation in the proof makes this impossible.

Lemma B.3.3 147,188 189]  If the Dedekind category underlying the discussion may be
embedded in a Dedekind category with sharp products, the following holds:

XXX 5o X MU oW C 1

Proof: First we have:
X5 XsX 50X MW oW
X013(I U @T500sEs fos 2 500:P L ups XsX 5w JiopX MW v W
= (XTopX ¥ susW0) U (X508 5008 fo 2 500 Qv X MW 50 W) U
(XTvpupXs X supopsX MW v W)
v3 U (XT5013P 50055 for 2 00:@sop X M W 509 W) U (X T5bps XX b X M W 095 W)
v3 U (UTES00sEs fosZ 500 @0 X M W0 W) U (I MU 09 W)
{ ¥ almost-inj, besides ug, and us-component covered by bj-term }
I U US(E 5v0sEs fosZ 500: P50 X Mg W)

This calculation mainly served to show that everything where a non-empty intersection
with wug, uq, or uo is involved, is already contained in the identity. Therefore, we may
restrict further considerations to the v-parts only — even in cases like using almost-
injectivity of W besides uo, the u-component may be ignored since the u would always
propagate to the outside and there it is already covered.

We now give a sketch of a graphical proof — this kind of proof is justified by having a
translation into the language of allegories with sharp products (see e.g. | 1), so this
is the reason we need sharp products in the assumption.

The proof is explained along the following drawing:

Il
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When writing e.g. @1, this indicates that we refer to the arrow numbered 1 in the ®-group.
Otherwise, the relational expressions are to be read as if these indices were absent.

e Start with a graph (with bold edges) representing the expression
XX XgwpXg MU0 Wy
The thick grey arrow represents this expression as a whole.
e Via semi-injectivity of X (ignoring the u-parts) we get: Xo: X5 = @5 fosE3E] fo: Py .
o Commutativity: X = =Z3:U3
e Now, almost-injectivity of ¥ gives us W3;¥] = I (up to ug, which may be ignored, as

explained above). This allows us to identify the arrows W3 and ¥y, and their source
vertices:

e Univalence of ® on fj together with commutativity now produces. Z3:Wo = $9: X5

e Finally, parameter tabulation gives us X75v1: XMW 5v9:Wy T I. This identifies source
and target of the thick grey arrow and thus completes the proof of the lemma. [

Proof of Theorem 6.5.6: Assume that for the reasonable gluing setup (G, ug, vo, =, P),
there are two weak pullouts GQ—\II>G3<X—G1 and GQLGSLGl. Then we define:

Y = X e X U (ran 2) ™0 U (X 50X 110 0950
Note that the weak pullout properties imply the following:

X:vw = X5 XX~ = XX domX = domX’
WU = Uhu domV¥ = domV’

When using these properties, we refer at most to the corresponding weak pullout property.
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Totality:

domY
= dom (X7sepsX!) Udom (¥75(ran Z)™ %) L dom (X 503X 11 W 509:07)
= dom (X sepsdom X') Udom (¥7i(ran Z)~sdom ') L dom (X 503X/ M U T509: W)
= { semi-injectivity }

dom (X s¢psdom X) L dom (¥7s(ran Z2)~idom W) L dom (X 501X/ M W09 W)
= dom (X5¢q) Udom (Us(ran 2)™) L dom (X 50X/ M W 5095 W)
= ran(cpX) Uran ((ranZ)™:W) U dom (X 50X MW 095 07)
= { Lemma A.2.2.iv) }
ran (c1:X) Uran ((ran Z)™:0) U dom (X 501:X 50 509 MW7)

{ alternative parameter commutativity }

ran (c1;X) Uran ((ran 2)™:¥) L dom (X:@ 502 MUY
= { Lemma A.2.2.iv) }

ran (c¢;:X) Uran ((ran 2)™:W) L dom (X5P 500 M UHET)
= { commutativity }

ran (¢;;X) Uran ((ran 2)™:W) L dom (U HESvp MU HED)
= ran (cp;X) Uran ((ran Z)~W) U ran (v V)
= { combination }

I

I

Factorisation: We start with factorisation of ¥’.
WY = WX e X U W s (ran 2) 507 U W (X 50X 110 500507
For the first term we have:

X e X = X e X T 0/

For the second term, (ranZ)™ C g2 = dom ¥ and univalence of ¥’ on (ran Z)™~ give us:

(ranZ)™:0' C U0 s(ran 2)™:0 C 0/

For the third term, we have:

v = vy UsX o X Moy W parameter tabulation and commutativity
= WX 50X Mg’ alternative commutativity
C (XX MW 00 modal rule
C U opW
C vpsW U ugsWUsW sugsvgs W/ ¥ almost injective besides us
= w0 Jugy WP’ by 0/ semi-inj. ¥, Def. by
C oW L ug P’ U’ univalent on by
cC v

187
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So altogether we have UsY C ¥ and:

Y
J Wiran (X)) U (ran Z) ™50 L vgs W/
= Wiran (ep:X') U wgs 0’ Def. ws
= Uhran (c;;X') U wgsWsran (wesU')
ugsWsran (cpsX') U wasWsran (e1:X") U wes Wsran (wos )

= up¥ UwyWi(ran (e;;X') Uran (wgs0')) ran (ug: W) C ran (¢ X')
= up¥ L wyl result coverage
- v,

which shows WY = ¥/, For factorisation of X’ we proceed in the same way:
XY = XsX e X UXsW s (ran 2) ™0 U Xs(X o X 10 w0
For the first part we use semi-injectivity of X and univalence of X’ on c¢y:
XX TiepsX = XX e X! = Xlran (e3X')

For the second part, alternative commutativity and univalence of ¥’ on (ran =)~ immedi-
ately yield:
XsUTi(ran )0 = X505 (ran 2)™0 C X/

For the third part we have:

vpX!
C XsXTopX/ dom X = dom X’
C XXX 10090
C XX TopX MXsWU gl
= XXTopX M (ep Uo )XW v 07
C cpXsUhup W U (XX 50X MopXsW g P
= cpXHU ugigs W U (XX s X! Mo X W w90 Def. 6.1.2.i1), alt. intf. comm.
C X U (XX TopX MopXsW g W) bos W’ unival.
= cpX U (XX wpX MopXsW g0’ alt. comm.
C X UopXs(X opXsX X! 10 509507 modal rule
C cpX UovpX Lemma B.3.3
- X

Altogether, with an argument essentially as above, we therefore have X;Y = X'.
Univalence of Y :

YY = (X/V;cl;X L \I//v;(ran =)Wl (X’stlsX M \I//V?U25\I/))3
(XTsepsX U UTs(ran 2)™50 U (X 50X 11U 505 07))
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Since we want to show inclusion in identity, we need only consider six of the nine terms
resulting from this composition; the three omitted terms are the converses of the three
considered mixed terms.

M1

XXX e X!
X e XX e X!

C oI

X e Xs Wi (ran )50/
= X'epX5¥ 5 (ran 2)™ 0
C I

X sepsXs (X s X MU 0g: 07 )
C X' epsXsX supX!
= X'iepXiX e X!
CoI

U5 (ran 2)™ WU (ran 2) ™07
= Ui(ranZ)~ 050 5(ran 2) 50/
C oI

U5 (ran Z)~3Ws (X 501X 110 5095 07)
C U s(ran 2)™ WU g U7
= U i(ran Z)™0S0 v U7
C W s((ranZ)™ U by)s W’
=

(X 50X T 50950 ) (X0 X 1 W 50907
XXX 5o X T 500 WU 500 U

XXX 01X T (U 5090 U U 5095ug:s WU sugivgs ')
XX X s X T (U 50907 LW hos U507 sbgi U7)

(X 50X X 0 X 110 500 ) U T
I

semi-injectivity of X

X’ univalent on ¢;

alternative commutativity

X’ univalent on ¢; and ¥’ on (ran =)™

Lemma B.3.2, semi-injectivity of X

X’ univalent on ¢

semi-injectivity of ¥

U’ univalent on (ran E)~

Lemma B.3.2, semi-injectivity of ¥
U’ univalent on (ranZ)~

U’ univalent on (ranZ)~ U by

U almost-inj. besides uo
semi-injectivity

U’ univalent on b
Lemma B.3.3

Up to now, we have shown that Y is a mapping that factorises X’ and ¥’. Since the same

argument is also valid for Y, it is already shown that Y is bijective, too.
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Uniqueness: Assume a total relation Y’ : G35 — G4 with UsY' = ¥/ and X;Y’ = X’. Then

Y/
= (ran(c1:X) Uran (wes0))s Y result coverage
= XTepXsY Uran (wyW) Y/ cy;X univalent
= XTepXsY Uran (((ranZ)~ ) W)Y U ran (v W)Y/
= XTepXsY U UT((ranZ)™)s WY U (DM U0 0)Y! ((ranZ)™); ¥ unival.
= XGepXsY UPS((ranE)™)s WY U (X 50X MU 5090 )Y ran (v 0) = v3
C XoerXsY U Os((ran 2)™)lY U (X 00X Y M 0 0005 Y?)
= XTepX UPs((ran E)™)s 0 U (X sopX 110 509 0) factorisation via Y’
=Y
Since Y is univalent, totality of Y’ gives us equality. O

B.4 Correctness of the Direct Result Construction

This section is dedicated to the proof that the direct result construction of Def. 6.5.7
produces a weak pullout as defined in Def. 6.5.5.

Def. 6.1.2.i1) allow us to provide equivalent, but longer shapes for Q3 and Q4; these
are sometimes useful for technical reasons:

Lemma B.4.1
Qs = P55 = 5P TupEA
Qs = P5ysEE Sy P = P ueyysEE sy iue i O

First we show commutativity:
Lemma B.4.2 &:X = =0

Proof: We show this equality as conjunction of two inclusions.

OXC=U o O:Xpsh E =Wl

O X C =Wp::0 Lemma A.1.2.iii)
O Xy C =5Wg:0

O:(LUPEAUT k) C EPp:0

G5 1 D0 A U §smr ik E S5Wg50

S ug®ie Uog®se U &P 525\ LU §imr ik C EW:0

t ot

Now we show this last inclusion by showing inclusions for every component of the join
on the left-hand side. We shall frequently rely on ug £ domZ= and on the tabulation
properties of m and p, sometimes without mention.

up®e C EESugpdPe C SV E EVp0
vo:;®it = vpuePie T vpZZve®ie T SivgZ svgi®ivgie
= Sipomie = Sip sk smie & BV
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o —
O:; D=

;P up SN U O P 0S5

D3P 5uesEA L vgsEiA U ugs s @ sugivgs=sA
we; Qsus P sug=s A U vgsss A

=se sugPup P ug DA L 25U

2 5ugi P P ugEi L =W

ZWeQs LU =Wy

=0

M

1T 1

For the last term we use ug Ll vg = I again:

Ir
(11

uy P ik = sug P ik ug E dom =

|
(11

EsWoil 5w 5K Def. ¥y
Def. Ql

1101t
00
=
e
S

1M

vo: Pk v ®T s p ik

v PP v Zip ik tabulation

I 1

=ZW:0

For the opposite inclusion, we have:

=0 CE ¢:X
Wil C $iXgif

=Wy CE ¢:Xp:O
E(ESup®e U pskUA) E $&:Xp:O
SEGug®ie L Zip ik UEA E $:X:0

SR I N

We show this as separate inclusions, again:

—_———
s

=2 sugi®Pie

Div L ugsyg s Es2 5y s ues Pie
o X L uo;yON;E;EV;yON;uO;@;/,

11 1m

DX U D13t 5D sugsyg s S 2 5yg s ues Pse
i X L Ps1sQy Def. Q4
D; X0

I

® almost-inj. bes. ug
Def. 6.1.2.i)

ug C domZ=

ran (ug®) C dom¢
Def. g, Def. Q3

2 g @i ik ran (up:®) C dom¢

up Pk U vgZip K ® almost-injective besides ug
ZWe:0 UogEi¥g above, and Def. ¥

Wy C 0:Xgi0:0~ Lemma A.1.2.iii)

(yo U uosyy S 25yg )i ®se image preservation of Z, Def. yq

DX U Picys @ supsyg s SiE 5y ues Pse ug C dom @ and ran (up:®) C ¢1

191
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Sipk

upiZsp sk U ogZip ik

upZsp sk U vgsEs fosp sk U vgiZi(vg N fa)ip ik

C upZip sk U &P 50psSs fos A 5p sk UvgSi(va N fa)ip ik
C upZipsw U ®:XpiQo UvgEi(v2 \ fo)ipik
C upSip sk U ®:XpQo UvgZi(ve \ fo)ipsmm K
= wupZip ik U ®:XpQo U vgEi(ve N fo)Ewp®im ik tabulation
C upZipsw U ®:XoiQa UvoyosZs(va \ f2)Z syovos®smss Defs. fa, yo
= upSp sk U O XpQ2 U vgsyos®sm sk Lemma 4.1.7
C upZip sk U P XgQo U P:Xg
C &:PsugZiugivgip sk LU &:XgiQo LI P:Xg
C &P supZi A sugivaip sk L $:XgiQo L $:Xg ugvg C dom A
E &:XpQ2 U P:Xp:Q2 U P:Xo
C &:XpO
ugpZA T Diep @ ugZi ug C dom @ and ran (up:®) C ¢1
= O P upIiA
= ®iuQs C &:Xp0
vpZA &P upEA dom (Zik2) C dom @
= P ugEiA
= Ooimip tabulation
= Om Rk A
C &:XpQy Def. @2 ]

Lemma B.4.3 X is univalent on u; LIv]".
Proof: With Lemma 6.1.3.1) we have u; Uv]” = ¢, and with Lemma A.1.2.iii):
X5epX CI & 05X pepXpl C I < XpieXo C 650 < XpepsXo C ©
The left-hand side of the last inclusion expands to the following:
(LUXNSESP UK m)iep(t U PSEAU T 5K)

It therefore gives rise to nine inclusions in ©. Of these, six can be organised into symmet-
rical pairs, so we may omit one fromn each pair. For showing the rest, the key property
is ¢ = ut”. Using this and the definitions of Q1 and @3, we quickly obtain:

tsepse 0T
ep®GEN B Qs
Liepm ik = @
AGEDicpdHEN E Q5Q3
AE®icpm sk 0 Q3@

KkomepT sk = Q101 O
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Lemma B.4.4 U is univalent on (ranZ)~
Proof: As for X, the following needs to be contained in ©:
Upi(ranZ)™sWg = (5@ supZ Uk sp U )s(ran 2) 5 (E5ug®se U p sk LX)

We treat the six different constellations in the resulting nine-part join separately. Here,
the key property is (ranZ)~ C M\7; its application yields:

(5P upE(ran 2) 2 ug P T Q3305
L3P upEi(ranE)Vip sk © Q35Qy
5 PTupE(ranE)A Qs
kop(ranE)Tipsn B QpQ2
Ksp(ranE)™A = @y
As(ranZ)™A C I O

Lemma B.4.5 Result coverage holds: ran (¢1:X) U ran (wgsW¥) = I.

Proof:
ran (c1:X) U ran (wo: W)
= ran (c1:Xg:0) L ran (wg:Wsh)
= ran (ran (¢1:Xp):0) U ran (ran (we: W ):0)
= ran ((ran (¢1:Xp) U ran (was¥y))s6)
3 ran((ran (cpse) Uran ((v2 U (ran )~ )5 W) ):0)
= ran((rantUran (ve:Wo U (ran E)™:W00)):0) Def. ¢«
= ran((rancUran ((v2 \ f2)sWo U vas fos W U (ran Z)™:0g) )s6)
ran ((ran¢ Uran ((v2 \ f2):Ug) U ran (kosW)):0)
3 ran((rancUran ((ve N\ f2)ip k) Uran (koi\))i0)
= ran((rantUrank Uran \)0) Def. A
= ranf

Lemma B.4.6 Parameter tabulation holds: W v9:W M X 50135 X = v3.
Proof: Since
vy = ran(vpX) = ran(v:X) Mran (ran (ve:®)X)
= ran (vi;X) Mran (ve:®X) = ran (v1:X) Mran (ve:=s W)
ran (vi:X) Mran (ran (v:E); W) = ran (vi:X) Mran (veV) T VW N X vpX
we only need to show W7o W M X 5o X £ I. We have:
vy = weZ sue®sie U wvgp sk U vgsA

= (ve Mug)Z5up®se U (va \ fa)ip sk L vas fos A
= byE ug®i U (va \ f2)ip sk L vgs fasA
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For Wsv9:Wy we then have the following six components, and the converses of the three

mixed terms:

LD U0 Esbes Z s ugi P
30 g Eibgs (v2 N f2)ip ik
L3P ugiZsbasvgs fas A
kpi(va N fa)ip ik Kpip ik
kTpi(va N\ fa)ivzs fai A Qs
Asvgsfod = ran(vpA) C 1

M m

Analogous preparation for Xg:

viiXg = vyt Uopm sk Uops® SN = bpe U ik U ops® SN

For Xv1:Xy we then have the following terms corresponding to those above:

tsbise T T
Libpme © G
b @EN = b @SEN T Q3
KT 5K

KkSmop P EIA
AGE 0D TEN

Since intersections of terms with different injection on either end are empty, we obtain the
following for the intersection of the two lists:

\I’a;vg;\llo M XB;UPXO

TUQUQsU (kspp sk Mesmm k) UQy UT
O UK (pp Mmm )ik
S}

I 1

All this together now allows us to show the desired inclusion:

m |

1171 it

W09 W M X503 X
073 v Wil 1 075X gsv1: X 56

075 (05 W w2 Ws© M Xiv15Xp )30 0 univalent

07 (Vv Wo U ©: Wb Ups©) M Xpiw1:Xp )30

075 ((WyvasWo U 65U Tsbos Ws67) M Xsw13X)56

07 ((Pyv2sWo U ©) M Xpw1:Xo):0 U univalent on by

07 ((Pyv2 W M Xgv1:Xp) L ©):0

07:0:0

07:6:070 0 =600

I 0 univalent O

The last four lemmata together imply the combination property.
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While interface preservation lets interface components u propagate very freely, the
condition (spurious) for reasonable gluing setups (Def. 6.5.4) lets fy propagate at least
under certain circumstances:

Lemma B.4.7 (198 199 (7 f:2)s(E55up:®) = (P 75ups forZ): (2 5ups for®)
Proof: As preparation, we first show a more general equation:

(P fpE)E® = OGfpEEfp® U DT fZE yg:® (spurious)
= 5 fpEESfoPU O foEE foys®  EEy C1
= B feSE fyd
(D7 fo2):(E5ug®) = (PT5fpZ)E:Psuy
7 fos 2T fos Psug above
7 fo =2 forup @
7 fo EsugE sugs for @
= P ugp formsZ2 g for P O

Lemma B.4.8 196, 195) Xs(QUQ") C X5 (IUQ2LIQ,) T XoUDs fsZs (uall foi (va f2))i o

Proof:
XopQ1 = wQ1 = wmsk = cpmin T Xg
XoQ3 = 6Q3 = 1 ®HEN = cp®@ =N C Xo
XoQs = vQs = v Py EE5yy P
= cp®yysEEhy P © OTugs foSiua Py
XpiQ2 = O5ENQ2 = PSENAp ik

= ®TEkgi(v2 \ fa)ip ik
= {kNuC(nh)UbkCf)
O5Eifor(va \ fo)Wo = 7 forFsfai(v2 \ fa):Wo
XpQ3 = P5EMQ3 = PHEZMATEDu
OBk E 5P = P kyE upi®i

Q75 (yo Mug M ZikosZ=)sPse L @y 22 5y0 5u0sPie

C  ®dom (upa @)s®se L @75y EsuaZ sy suo ®se
C U upyysSusZ sygsue®ie & Xo Uup® syg 28 5yq®se
C XoUuwu @y E8 5y P E Xo U XpiQ4

XopQ] = 7mw@Q] = mimkme = msme & 0 T Xp

XoQy = 7TkQy = T KK P

oA = OhugEiA £ Xg O
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Lemma B.4.9 (196, 195] \I/()?<Q UJ QV) C (1}2 (] U,Qikg);\po (| EVVILO;(I);XO?(]I (| Q4)

Proof: Vpi@Q1 = Zugpdiu@Qr = Zug®iut sk

=hug®icpm ik = ZugPicpvnm kK

Esugi®ibpm ik = Eug foPibpm ik T Eugs for®iXo
UpiQs = ZsugpPiuQs = Zug®Pise 5@ 2N

Zhugi®ic;;@EA B Eugi®:iXg

Wiy Ehugi®iQs C Zug®:XpiQs

Wo:Qy

pRQ| = p KK L

pmie = Evg®i E vy
Ve = pwQy = pikik spA
= pipA B vpA & vy
VpiQ2 = XQ2 = XMATipik = koipik © koo ¥y
VoiQ; = AQy = MANE b = kg T kyuxlo 0

Lemma B.4.10 X0 = XgU(P7 fps2): WO and Up0 = UoU(Eup:P)iXp:O.

Proof: Via cyclic inclusion chains, using the definitions of X, ¥, and ©, Lemma B.4.8
and Lemma B.4.9, commutativity, and univalence of ® on fy and of = on ug:

Xp©® C XogUPsfesZsWp©® = XoglU P formsWsg™
= XoUdTfed:Xsf™ C XgUXs = XoUXpO = Xp:0
Ups® C VoUZEGupd:Xg0O = Vol ZE 5upd:Xsd™

= YyUZsupZW:d C YoU Wl = UogUVpO = Vg0 O
Let us define partial identities for the used parameter parts:
v} = dom (® 50 =) and v} :=ran (P wpE) .

In preparation for the alternative commutativity properties we first calculate the respective
compositions of Xy and Wy:

Lemma B.4.11 (198, 199] XopXg = ¢ U] U foEikyZ s ford
VoW ha U v L E 5ugs®s® ug 2
XV, = &35

Proof: XXy = v UnmswksmUOSEMAHES

ci Unmhm U @55 ikyZE 5P

c1 Udom (750p:E) U @75 fosZskosZE s fos @ ko MranZ C fo
= ¢ U] U DT fpEikasE T fu®
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(E50 Up sk UA(LPSEU R p LU AY)

250 P 2 U pkik p U Ay

20 ®GE U pp U ko

E5®icp®GE Uran W L ko

E5®icps®HE L vh U hg U be

E5Pic;®PHE LU v U hy by C ran (c3®@7E)

ho U Ué =5ug PP ug 2

(LU UPTSEN)(PSEU R Sp LAY

e PGE U mikik sp U @TEIMAT

c®EU T p U Dk

ciPHE U v P v Ei(ve \ f2) U @Bk tabulation, ko MranZ C fo
) O

We may now use these equations for deriving relations between Xs¥™ and XX~ and WU

Xsur

Xs X

AU

XUy = (X()qu)vf[)_.\l/()@) \IIO
XoVUoU P foEVpos¥, = OSEU T fos= WU

X065 X,

X0 (Xp U & U GET: fi: D)

XXy U XU = fos @)

(1 U0 U (87 foZ)hs (57 o) U Xl (2 5 for )
1 U0, U (8 for)oks U X0 (2 fos)

& U v DX (5 fy®) & fySiky £ XU
LGH O

Vo0 U E5ugPiXe0s W

VoW U E5ug®sXs W™

ho U vh U E up:®: @2 U Eug®:Xs U

ho U vl U (E5ug®)s ((PupZE) LU XsW™)

ho U vl U (E5up:®@ )i Xs W™ d sugs

[1]
M
K

(
[1]
M
o
B

For alternative commutativity we now may continue:

XsU™ = PGEU (P fpsZ)s WU
= PHEU (P fpE)s(he U vh U (Eupsd)sXs W)
= OHEU (D fpE)s(ho Uvh) U (P75 fpE)s (B up®):Xs U™
= OEL (D foE)(E g ®) X U

Altogether we have now shown the following (mutually and directly) recursive equations
for Xs¥™ and XsX7 and WsWT (for the directly recursive equation for XsX~ we used an
alternative presentation for X; W™ that is obtained via resolving ©:U™ first):
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Lemma B.4.12 XsU7 = OGZU T fpmWwT
= OSEU(PfE)i(Eup®)XsW™
XX = o U] UXUTH(ET fi: D)
= ¢ U U(PSEUXX (P 5upE) )i (E fod)
U0~ = hy Lol U (E5ugd)sXs W™

= ho Ul U (E5up®)((PupE) U (P sups fprZ)sWsW) O

This shows, by a standard argument for such recursive equations (in fact, only J is needed),
one inclusion for the alternative commutativity conditions for weak pullouts (we also use
Lemma B.4.7 to be able to further abbreviate the reflexive transitive closures):

XT3 (@v;uo;fo;E)[&@u;E

XiX™ O e W) U (@T5ugs for2)®s(R7 f0:2)i(27 f: @)

W™ I hy U vé L (Ev;uo;q));(q)v;uo;fo;E)B> (P upE)

We are going to show the opposite inclusion only for W:W™; the other equations then follow

via Lemma B.4.12.
For this, we continue the inclusion of Lemma B.4.9 towards a “tail-recursive” shape:

Lemma B.4.13 99 Up(QUEQT) E Vo U (E5ug®)i (P ups fos2): o
Proof: First an auxiliary calculation:

(E5ug®)iXg
(E5ups®)se U (E5ups®@)im sk U (E5ups @) @52

C YU (ESup®)mpp kU (ESup®) (97 fpE)Wo p total, Def. A\, ¥
C UyU (Eugps <I>) (PT50p:E)ip sk L (E5up:®): (P75 fos2)s o tabulation

= Vo U (E5up®): (P bp:E)sp sk U (ETug®)s (97 fsZ): Wy interf. pres.

= Yo U (E5up®) (P75 fo2): ¥y interf. pres.

This allows us to conclude:

Yo:(QUQ)

U U ESug P X (I U Qy) Lemma B.4.9

Uo U E5ug®:Xo L Z25ugs P X Q4

Wo U (E5up®): (27 fosZ)sWo U (E5ug:®)s (@ 5ue: fo:Z): Wo Lemma B.4.8

Wy U (E5ups®): (P 5ups fr2): Wy ]

M

Now we are equipped to show the desired inclusion:
Lemma B.4.14 ;U™ C vé L ho U (Ev;uo@);(@“;uost;E)w;(cI)V;uo;E)

Proof: From Lemma B.4.11 we know that the statement is true when ignoring the ©-
component of Ws¥™ = Wg:0:W. Standard arguments over the reflexive transitive closure
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then allow us to conclude:

U™ = Ue(QUQ)SY,
C ((E5up®) (@ 5up foE)) s Ues ¥, Lemma B.4.13
C ((E5up®) (P 5up foiZ)) (v U hy U E5ugs®s® up ) Lemma B.4.11
= vhUhyU ((E sugi )i (P 5up: foi2)) S (25 ug s P upE)
= Ué L he LI (Eu ) ((PT5ups for2)s (E5up:®@) ) (P 5 up2)
= vh U ho U (E5ug®)s (P ups foiZ) B (D g E) Lemma B.4.7
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O

With this inclusion, we have shown the equation for ¥: W™ from the weak pullout definition.
With the equations of Lemma B.4.12 we also abtain the equations for XsW™ and X;X™, and

this finishes the proof of correctness of the direct result construction.

B.5 The Straight Host Construction Yields Weak Pullout Complements

Proof of Theorem 6.5.9: Since ug:® is univalent, we have fo C ug.

OTvgE = P d: XU = vpXsUT
@v;uo;fO;E = @v;uo;CI);X;\IIV = upXsU-

DTug fos D2 ugs for® = upXsUTHUXu; = upXsX ug ran (u;3X) C ran ¥
Zhug fo® T foupE = UXTGupXsUT C U0 =1 u1:X univalent
The last two lines of this show the following:
(@ 5ugifoZ)€ = 1
(@ 5ugi fo2)® = T U@ ugps fosZi (@ Tsug: for 2) = sugs for @
= T U ® 5up fosZn= ugs for®
= TUupXsXsu
Then:
(D 5ugs fo:i2) B3P 75E OE U upXsX ups® 52
= OHOXU UupXsX 5upd e XKW
= ran ®:XsU™ Hup XX supXs W™ u; C ran®
= ran®:XsU U upXsW™ u1:X univalent
= ran®:X;U~
= Xu~ Lemma 5.4.7.vi)

This also contains a proof for &2 = XsWU™.
For the parameter component, we additionally have the following;:

domQ, = dom (®5vxE) = dom (vi;Xs¥") = dom (v:X)

ran{), = ran(®vpE) = ran (PTup®XsWT) = ran (vpXsWT) = ran (v3s¥Y)
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The partitioning of G9 into parameter part vo and non-parameter part co can be copied

from G3:
vy = ran(vpZE) = ran (ve:®:XsW) = ran (vg¥)
ug = ran(upZ) = ran (up®XsU7) = ran (uz¥")
¢y = ran(cg¥07)
vy = ran(vp®X) = ran (ve®XsUW) = ran (veZW) = ran (vysW)
coUvy = ran(eps¥7)Uran (v3W7) = ran ((c3Uw3)¥7) = ran(¥7) = 1
With this, we can derive the two almost-injectivities:
c; LUdom Q, U X;\IIV;Q} = ¢ Udom (v1:X) U XsWHESug:d
= ¢ Udom (vi:X) UXs WU X 50 5up:d
= ¢ Udom (vi:X) U Xs W5 WX 5wy
= ¢ Udom (viX) U XsX 5w

co UranQ, L QX0

The combination property:
I =

= ran((ran ®)™:X)
= {ran (vs¥) C

X: X~

co U vg U Z5ug:®: Xs W™

co vy WX 5P 5ug®: Xs U™
Co vy WX sy XKW

Co L vg L Wsugs W™

I

(A

ran (®:X) U ran ((ran ®)~:X) U (ran X)™
Uug U (ranX)™ U g
ran (vi:X) }

ran ((ran ®)~:X) Uwus Uran ((ranZ)™:W0) U (XSopX Mran (v W)
=  { X and ¥ univalent }
XTepX U W U (X 501X M W09 W)

It remains to be shown that Z is a host morphism, which means interface preservation and
univalence of ug:Z. Both follow in the same way as in the proof of Theorem 6.3.1, since
that proof does not rely on almost-injectivity of X besides u1. O
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ran, 69
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redex, 2

reduced gluing, 126

reflexive, 68
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regular, 49

Rel, 77
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relation algebra, 24-26, 92
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relative pseudo-complement, 46, 86
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residual, 85

restricted gluing, 127
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