der Bundeswehr

Universitdt jﬁ Miinchen

Side-Channel and Fault Attacks
in
Modern Lattice-Based Cryptography

Julius Johannes Hermelink

Vollstandiger Abdruck der von der Fakultét fiir Informatik der Universitéit der
Bundeswehr Miinchen zur Erlangung des akademischen Grades eines

Doktors der Naturwissenschaften
(Dr. rer. nat.)

angenommenen Dissertation.

Gutachter/Gutachterin:

1. Prof. Dr. Gabi Dreo Rodosek
2. Prof. Dr. Mark Manulis

Die Dissertation wurde am 06.12.2023 bei der Universitiat der Bundeswehr Miinchen
eingereicht und durch die Fakultét fiir Informatik am 06.03.2024 angenommen. Die
miindliche Priifung fand am 15.03.2024 statt.






der Bundeswehr

Universitdt jﬁ Miinchen

Side-Channel and Fault Attacks
in
Modern Lattice-Based Cryptography

Julius Johannes Hermelink

Vollstandiger Abdruck der von der Fakultét fiir Informatik der Universitéit der
Bundeswehr Miinchen zur Erlangung des akademischen Grades eines

Doktors der Naturwissenschaften
(Dr. rer. nat.)

angenommenen Dissertation.

Gutachter/Gutachterin:

1. Prof. Dr. Gabi Dreo Rodosek
2. Prof. Dr. Mark Manulis

Die Dissertation wurde am 06.12.2023 bei der Universitiat der Bundeswehr Miinchen
eingereicht und durch die Fakultét fiir Informatik am 06.03.2024 angenommen. Die
miindliche Priifung fand am 15.03.2024 statt.






Acknowledgments

First and foremost, I want to thank Dr. Thomas Péppelmann for his support, encouragement,
and helpful feedback over more than five years. You raised my enthusiasm for cryptography while
I was a working student at Infineon, enabled me to learn in these two years, and then made me
aware of the position I ended up applying to, which lead to this thesis. Thank you, Thomas, I
would not have found my way into cryptography without you!

Prof. Dr. Gabi Dreo deserves huge and sincere thanks. You provided constant and helpful
advice, insights, and constructive feedback while I was your PhD student for more than three
years. Not only did you enable this thesis, improved my work, and showed me how to enhance
my skills and critical thinking, but you managed to create a work environment that brings out
the best in everyone. I owe you, Gabi, a lot of knowledge and skills, and this thesis would not
have been possible without you!

I am indebted to Dr. Simona Samardjiska and Dr. Peter Pessl: Your incredible knowledge,
willingness to pass it on, and the selfless help you offered me whenever I needed it did not go
unnoticed. In the more than two years I was lucky to know you, you both offered me a lot of
your time, which was very helpful and is greatly appreciated. Moreover, you provided advice in
every regard needed and connected me to the people I now work with.

I want to thank my second supervisor, Prof. Dr. Mark Manulis, for his helpful comments and
advice in the last year, in regard to the thesis and to academia as well as on how to continue
from hereon. Introducing me to your team is something else I am grateful for!

The team of Prof. Dr. Gabi Dreo’s chair played a large role for writing this thesis: Thank you,
Daniel Heinz, for the always insightful and interesting discussions on cryptography and on our
theses. I would like to especially thank Nils Rodday for always finding times to discuss problems
and provide feedback. Apart from that your cheerful personality was one of the reasons going
to work was something I always looked forward to. This is true for Klement Hagenhoff as well,
whom I also need to thank for feedback and the technical and philosophical debates we had.
Tobias Fritz, you are not only a colleague, but have also been a good friend for many years, thank
you for the support and the discussions we have had for so many years.

It should also be noted that several other people at UniBwM and Infineon helped me before
and during my thesis. Most notably, this includes PD Dr. Corinna Schmidt, Dr. Markus Gail,
and Dr. Florian Mendel. Working with all of you has always been a pleasure, and I am grateful
for the opportunities you provided me with. I also want to thank Silvan Streit and Emanuele
Strieder of Fraunhofer AISEC for the many helpful discussions and the work we did together!

Far beyond this thesis, I am incredible lucky with my two supportive parents, Dr. Kerstin
Hermelink and Jan Hermelink. I could not have wished for better parents; thank you for everything
you did for me, including your support during this thesis. I have to thank my siblings, Kai
Hermelink and Ada Hermelink — I could not imagine life without you!

Most importantly, I want to thank the love of my life Daniela Regler. You are the reason for
the path in life I chose in the first place and where I am today.






Abstract

The prospect of large-scale quantum computers threatens currently used asymmetric cryptography
— Shor’s algorithm could render commonly used cryptography unsafe. In 2022, the National
Institute for Standards and Technology (NIST) announced several quantum-secure cryptographic
algorithms for key exchanges and digital signatures for standardization, and three out of four are
based on hard lattice problems. The main candidate for key exchanges is a key encapsulation
mechanism called Kyber, which bases its security on the Module Learning with Errors problem.
In contrast to quantum cryptography, these post-quantum algorithms run on classical computers
and currently available hardware.

Data that is encrypted now often needs to be secured for a long time. In addition, potentially
vulnerable cryptography is present in many products, protocols, and use cases; therefore, deploying
different algorithms is a difficult task that could take a substantial amount of time and effort.
Clearly, migrating to quantum-safe cryptography cannot wait until large-scale quantum computers
are available. Thus, and due to the imminent standardization, lattice-based cryptography is likely
to run on a wide variety of devices in the near future.

In this work, we present attack strategies against lattice-based cryptography. Our attack
strategies combine chosen-ciphertext attacks with side-channel analysis as well as with fault
attacks and target two major components of the decapsulation that process the secret key.
Moreover, we present techniques to recover the secret key from the obtained information and
show how to combine those methods with algebraic approaches.

We first present an attack strategy on the number theoretic transform: A chosen ciphertext is
pre-computed such that it cancels out values during the inverse number theoretic transform that
processes the secret key. The reduced entropy allows for an improved subsequent side-channel
analysis. Using our technique, the number theoretic transform can be targeted with highly
increased noise tolerance. We take countermeasures into account and state techniques that enable
the adaptation of belief-propagation-based attacks to protected settings.

Then, we target the error correction and the Fujiskai-Okamoto transform. We show how a
fault may turn the Fujisaki-Okamoto transform into a decryption failure oracle; this enables
a chosen-ciphertext attack targeting the error correction. Our fault-enabled chosen-ciphertext
attack requires an adversary to target only public data, may be administered in various locations,
and allows the use of an unreliable fault. In addition, we show how belief propagation can be
employed to recover the secret key from decryption failure information. We then propose using a
combination of countermeasures to mitigate our attack strategy.

Finally, we explain how to recover the secret key from decryption failure information in an
error-resistant way that also allows for security estimates. We modify the belief-propagation-based
approach to achieve error-resistance and explain how belief propagation may be combined with
lattice reduction. Our method outperforms previous algorithms in terms of required information,
is error-tolerant, and allows for security estimates in cases where the secret key cannot be fully
recovered. These security estimates enable the design and evaluation of countermeasures and
provide an assessment of the impact of several attacks that exploit decryption failures.
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Kurzfassung

Die Entwicklung von Quantencomputern bedroht die aktuell verwendete asymmetrische Kryp-
tographie — Shors Algoritmus kénnte weit verbreitete kryptographische Verfahren brechen. Im
Jahr 2022 hat das National Institute for Standards and Technology (NIST) mehrere Kandidation
fiir quantensichere Verschliisselung als Standardisierungskandidaten vorgestellt und drei von vier
davon basieren auf Gitterproblemen. Der Hauptkandidat fiir Schliisselaustausche ist ein Key En-
capsulation Mechanismus namens Kyber, dessen Sicherheit auf dem Module Learning with Errors
Problem basiert. Im Gegensatz zur Quantenkryptographie laufen diese Postquantenverfahren auf
aktuell verfiigbarer, klassischer Hardware.

Daten die zurzeit verschliisselt werden, miissen oft noch fiir lange Zeit ausreichend sicher bleiben.
Zusatzlich ist potentiell vulnerable Kryptographie weite verbreitet und kommt in vielen Produkten,
Protokollen und Anwendungsféllen vor; deshalb kénnte der Wechsel zu quantensicheren Verfahren
substanziell viel Zeit und Aufwand kosten. Ganz eindeutig kann der Wechsel zu quantensichereren
Verfahren also nicht erst passieren, nachdem ausreichend leistungsstarke Quantencomputer bereits
verfiighar sind. Deshalb, und aufgrund der anstehenden Standardisierung, werden gitterbasierete
Algorithmen vermutlich in Kiirze weit verbreitet sein und auf vielen Geréten laufen.

In dieser Arbeit stellen wir mehrere Strategien vor, mit denen gitterbasiere Verfahren ange-
griffen werden kénnen. Unsere Angriffsstrategien kombinieren Chosen-Ciphertext Angriffe mit
Seitenkanalanalyse und Fehlerangriffen und zielen auf zwei Hauptkomponenten der Decapsulation-
Routine ab. Auflerdem présentieren wir Techniken, mit denen der geheime Schliissel aus den in
den Angriffen gewonnen Informationen gewonnen werden kann und zeigen wie diese Methoden
mit algebraischen Anséitzen kombiniert werden kénnen.

Zunéchst erkldren wir eine Angriffsstrategie auf die Number Theoretic Transform: Ein Ci-
phertext wird vorberechnet, sodass er Werte innerhalb der inverse Number Theoretic Transform,
die den geheim Schliissel transformiert, ausléscht Die dadurch reduzierte Entropie erlaubt an-
schliefsend eine verbesserte Seitenkanalanalyse. Durch die Verwendung unserer Methode kann
die Number Theoretic Transform mit stark erhéhter Rauschresistenz angegriffen werden. Wir
untersuchen zudem Gegenmafinahmen und geben Techniken an, mit denen Belief Propagation an
diese angepasst werden kann.

Anschliefend zielen wir auf die Fehlerkorrektur und die Fujisaki-Okamoto Transformation ab.
Wir zeigen, wie ein Fehlerangriff die Fujisaki-Okamoto Transformation zu einem Entschliisselungs-
fehlerorakel werden lassen kann; dies passiert durch einen Chosen-Ciphertext Angriff, der auf die
Fehlerkorrektur abzielt. Unser durch einen Fehlerangriff erméglichter Chosen-Ciphertext Angriff
kann von einem Angreifer durchgefiithrt werden, der lediglich 6ffentliche Daten manipulieren kann,
kann mehreren Zeitpunkten durchgefithrt werden und bendtigt lediglich einen unzuverldssigen
Fehlerangriff. Zusétzlich zeigen wir, wie Belief Propagation verwendet werden kann, um den
geheimen Schliissel aus Entschliisselungsfehlerinformation zu gewinnen. Anschliefend geben wir
dann mogliche Gegenmafinahmen an, die unseren Angriff abschwéchen kénnen.

Schlieflich erkldren wir, wie der geheime Schliissel aus Enschliisselungsfehlerinformation in
fehlertorleranter Weise mit einem Verfahren, das Sicherheitsabschétzungen zuldsst, gewonnen
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werden kann. Wir modifizieren den Belief Propagation basierten Ansatz, um Fehlertoleranz
zu erreichen und erklédren, wie Belief Propagation mit Gitterreduktion verbunden werden kann.
Unsere Methode liefert bessere Ergebnisse als frithere Algorithmen in Bezug auf benotigte Infor-
mation, ist fehlertolerant, und gibt Sicherheitsabschédtzungen in allen Fallen, in denen der geheime
Schliissel nicht direkt vollsténdig zuriickgewonnen werden kann. Diese Sicherheitsabschidtzungen
ermoglichen das Design und die Evaluation von Gegenmafnahmen und erlauben eine Einschitzung
der Auswirkungen mehrere Angriffe, die auf Entschliisselungsfehlern basieren.



Contents

3

1 Introduction 1
1.1 Problem Description . . . . . . . . . .. 3
1.1.1 Research Objective . . . . . . . . . . ... 4

1.1.2 Research Questions . . . . . . . . . . . . ... 7

1.2 Contributions . . . . . . . . . L 8
1.3 Thesis Organization . . . . . . . . .. ... 11
Background 13
2.1 Cryptographic Schemes . . . . . . . . ... .. 15
2.1.1 Chosen-Ciphertext Attacks . . . . . . ... ... ... ... ... ..... 17
2.1.2  Fuyjisaki-Okamoto Transform . . . . . . .. ... .. ... .. ... .... 18

2.2 Lattice-Based Cryptography . . . . . . . . . . . . . . . ... 18
2.2.1 Mathematical Background . . . . . . .. ... oo 0oL 18
2.2.2 Learning with Errors Problems . . . . . .. ... ... ... ... ..., 23
2.2.3 Learning with Errors Schemes . . . . . . .. ... ... ... ... 24

2.3 Implementation Attacks . . . . . . .. .. 35
2.3.1 Side-Channel Analysis . . . . . . . . . ... 35
2.3.2 Fault Attacks . . . . . . . . 40
2.3.3 Countermeasures . . . . . . . . .. ..ot 40

2.4 Belief Propagation . . . . . . . . . . . . ... 41
2.4.1 Factor Graph . . . . . . . . .. 42
2.4.2 Message Passing . . . . . . ... e 42
2.4.3 Update Functions . . . . . . . . .. . . . 43
2.4.4 Marginal Distributions . . . . . . . ... oL oo 44
Related Work 45
3.1 Attacks on Number Theoretic Transforms . . . . . . . ... ... ... ... ... 46
3.1.1 The NTT as Target . . . . . . .. . . . . .. 46
3.1.2 The Attack of Primas, Pessl, and Mangard . . . . ... ... .. ..... 47
3.1.3 The Attack of Pessl and Primas. . . . . . ... ... .. ... ....... 50
3.1.4 The Attack of Xuetal. . ... ... ... ... ... ... ... ..., 53
3.1.5 The Countermeasures of Ravietal. . . ... ... ... ... .. .... 53
3.1.6 Limitations of Prior Attacks. . . . . . ... ... ... ... ... 58
3.1.7 Defeating Countermeasures . . . . . . . . . . . . . ... 58

3.2 Attacks using Decryption Failures . . . . .. .. ... ... ... ... .. ... 59
3.2.1 Decryption Failures in Kyber . . . . . . .. ... ... . 0. 60
3.2.2 The Attack of Pessl and Prokop . . . . ... ... ... ... ....... 63
3.2.3 The Attacks of Bhasin et al. and D’Anversetal. . . ... ... ... ... 65
3.2.4 The Attack of Delvaux . . . . . . . . . . .. ... 66

xi



Contents

xii

3.2.5 Fault Attacks with Different Targets . . . . . . . ... ... ... .. ...
3.2.6 Limitations of Priors Attacks . . . . . . . ... ... .. ... .......
3.3 Key Recovery Methods . . . . . . . . . . . . .
3.3.1 Attacker Model . . . . . . . ..
3.3.2 The Frameworks of Dachman-Soled et al. . . . .. ... ..........
3.3.3 Recovery Method of Pessl and Prokop. . . . . . .. ... ... .. .....
3.3.4 Recovery Method of Delvaux. . . . . . ... ... .. ... .. .......
3.3.5 Limitations of Prior Methods . . . . . . . ... .. .. ... .. ......
3.4 Summary ... e e e e

Chosen-Ciphertexts k-Trace Attacks

4.1 Attacker Model . . . . . . . . ...
4.2 Attack Strategy . . . . . ...
4.3 Construction of the Ciphertext . . . . . .. ... ... ... ... .. ... .
4.3.1 Compression and Compressibility . . . . . .. ... ... ... ... .. ..
4.3.2 NTT-Sparseness as Lattice-Problem . . . .. ... ... ... .......
4.3.3 Combining Comressibility and Sparseness . . . . . . ... ... ... ...
4.4 Recovery of the Secret Key . . . . . . .. . .. oo o
4.4.1 Belief Propagation . . . . . . . ... L
4.4.2 Recovering From Partial Keys. . . . . . . ... ... ... ...
4.5 Adaptation to Countermeasures . . . . . . . . . . . ...
4.5.1 Adaptation to Fine-Shuffling . . . . ... ... ... ... ... ... ...
4.5.2 Adaptation to Coarse Shuffling . . . . . ... ... ... ... ... ...
4.6 SUMMATY . . . . o v v vt e e e e e e

Fault-Enabled Chosen-Ciphertext Attacks

5.1 Attacker Model . . . . . . . .
5.2 Attack Strategy . . . . . ...
5.3 Construction of the Ciphertext . . . . . .. ... .. .. ... .. .. ... ...
5.3.1 Introducing an Error . . . . . . . .. ... Lo
5.3.2 Constraints on the Ciphertext . . . . . . . . ... ... ... ... ...,
5.4 Recovery of the Secret Key . . . . . . ... .
5.4.1 Recovery using Belief Propagation . . . ... ... ... ... .. .....
5.4.2 Final Recovery . . . . . . . .. . e
5.5 Impact of Countermeasures . . . . . . . . . . . . o v it
5.5.1 Shuffling Countermeasures . . . . . . . . . .. .. ... ..
5.5.2 Redundancy. . . . . . .. . .
5.6 Summary . . . ... e e

Security Estimates for Error-Tolerant Key Recovery

6.1 Recovery Model . . . . . . . . . . e
6.2 Recovery Strategy . . . . . . . . .
6.2.1 Number of Decryption Failures . . . . . ... .. ... ... ... .....
6.2.2 Belief Propagation Output . . . . ... .. ... ... ... ... ..
6.2.3 Information Theoretic Analysis . . . . . . . . .. ... ... ... .....
6.3 Error Resistant Belief Propagation . . . . . ... ... ... ... ... ....
6.3.1 Error Resistant Check Nodes . . . . . . .. ... ... ... .. .....
6.3.2 Computational Complexity . . . . . . ... .. ... ... ... ..

75
76
76
7
78
80
80
82
82
83
86
87
89
96

97
98
98
99
100
100
101
102
104
105
106
107
108



Contents

6.4 Belief Propagation and Lattice Reduction . . . . . . . ... ... .. ....... 115
6.4.1 Integration of Recovered Coefficients . . . . . . . . ... ... ... .... 115

6.4.2 Integration of Probability Information . . . . . .. ... ... .. ... .. 117

6.5 Summary . . . ... e 119

7 Evaluation and Results 121
7.1 Attacks on the Number Theoretic Transform . . . . . .. .. .. ... ... ... 122
7.1.1  Simulation . . . ... 123

7.1.2 Results . . .. .. 124

7.1.3 Comparison to Prior Work . . . . . ... ... oo 127

7.2  Decryption Errors and Key Recovery . . . . .. ... ... . ... ... 128
7.2.1 Simulation . . . . ... e e 129

7.2.2 Fault-Enabled Chosen-Ciphertext Attacks . . . . . . .. .. .. ... ... 130

7.2.3 Improved Recovery . . . . . . . . .. .. 131

7.2.4 Comparison to Prior Work . . . . . ... .. ... ... .. ... . ... 133

7.3 SUMIATY . . . oo s e e e e e e e e 134

8 Conclusions and Outlook 137
8.1 Main Findings . . . . . . . . . L 137
8.1.1 Attack Strategies . . . . . . .. L 137

8.1.2 Attack Techniques . . . . . . . . . .. ... 138

8.1.3 Vulnerability Analysis . . . . . . . ... ... 138

8.1.4 Revisiting the Research Questions . . . . . ... ... ... ... ..... 139

8.2 Future Work . . . . . ... 141
8.2.1 Attacksonthe NTT . . . . . . ... ... ... ... .. ... . ...... 141

8.2.2 Decryption Failure Attacks . . . . . .. ... ... ... ... ... .. 142

8.2.3 Key Recovery Methods . . . . .. ... . ... ... . 142

8.2.4 Post-Quantum Signature Schemes . . . . ... ... ... . 143

8.2.5 Physical Attacks and Deep Learning . . . . . . . ... ... ... ... .. 143
Bibliography 143
Acronyms 179
List of Publications 181
List of Figures 183
List of Tables 187
List of Algorithms 189

xiii






Chapter 1

Introduction

The need to secure and authenticate communication has existed for millennia. From simple
substitution of letters and handwritten signatures to complex machinery — humanity has always
searched for algorithms verifying authenticity and keeping information secret. Accessing encrypted
information has been equally crucial, especially during wartime. For example, breaking the
“Enigma” machine using a device co-developed by the mathematician Alan Turing — who also
laid the foundation for modern computers — led to enemy communications being accessible by
allied troops. While thus even historically the significance of cryptography cannot be overstated,
it affects almost every aspect of everyone’s life in the modern connected world.

Computers communicating over the Internet send their information over various hops until it
reaches their intended destination. Without encryption and authentication, everyone could access
and manipulate all messages passing through their servers. But not only devices connected to the
Internet require secured cryptography. Devices such as smartcards, digital locks, and even modern
car keys use cryptographic schemes to keep unauthorized users from accessing the corresponding
service. If current cryptography was to be broken, our digital world would be entirely defenseless,
and the majority of applications would not be appropriately secure anymore and soon cease to
exist. From private social media accounts to online banking and smartcards opening the doors to
secured areas to military communications — every connected digital service could be accessed by
those being able to break current schemes. The digital world fully relies on modern cryptography
being appropriately secure.

Fortunately, current cryptographic schemes are widely considered appropriately secure even
against state-level attackers. Asymmetric cryptography is commonly used to authenticate and
establish a shared secret between two parties willing to communicate, and symmetric cryptography
provides the confidentiality and integrity of further exchanged information. A simple example to
illustrate the difference between and applications of asymmetric and symmetric cryptography is
depicted in Figure 1.1. Asymmetric cryptography relies on one-way functions, which are efficient
to compute but computationally very expensive to invert. It is, for example, efficient to multiply
large prime numbers but no fast algorithm for factorization running on classical computers is
known. Cryptographic schemes that base their security on these kind of hard problems might be
flawed in how they are implemented, but the algorithms themselves are unlikely to be broken
without significant technological advances.

The advent of quantum computers in the early twenty-first century gave rise to concerns
regarding the long-term security warranted by established problems. A large-scale quantum
computer could break hard problems such as integer factorization or discrete logarithm problems
using Shor’s algorithm [Sho94, Sho97]. This would allow anyone in possession of such a device
to break commonly used asymmetric cryptography. Grover’s search [Gro96], another quantum
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Alice Bob

Asymmetric cryptography

Key Generation

| Public Key

Secret Key
Ciphertext
Y

Decapsulation

Encapsulation

Encrypted Communication

Using Shared Secret

Figure 1.1: Simplified usage of symmetric and asymmetric cryptography. A key encapsulation
mechanism (asymmetric) is used to establish a shared secret from which a common but secret
key is derived. This enables Alice and Bob to communicate using symmetric cryptography.

algorithm, could lower the security of symmetric schemes by about half of their current bit security.
While the vulnerability of symmetric cryptography to quantum-computing can be mitigated by
using longer keys, asymmetric cryptography relying on many currently used problems is likely to
be completely broken (see e.g., [BL17]). Considering the importance of cryptography, this calls
for schemes that rely on different, “quantum-secure” problems.

Current quantum computers do not possess the computational capacities to break cryptographic
schemes in use [NistPqc, BsiQu, BDH+21a|. It is unclear how fast current quantum technology
will improve and when a major breakthrough that accelerates development will happen. But
even though such developments might take several decades, the migration to post-quantum
cryptography has to happen sooner because many products and currently processed information
need to stay secure beyond this time frame. Sensitive information recorded today and being
decrypted many decades later could still have serious implications. Additionally, protocols and
products that are in development today might still be in use several decades later — to replace them
for security reasons could be a major problem in many cases. Therefore, achieving post-quantum
security is a pressing matter that cannot be postponed.

In 2016, the National Institute of Standards and Technology (NIST) initiated a standardization
process for post-quantum cryptography aiming to develop quantum-safe standards for the future
of secure communications [NistCfp]. The following years brought many new cryptographic
algorithms based on several hard problems falling into different categories, each with its own
merits and caveats. The process is currently in the fourth round [NistCfpv4], and a supplementary
call [NistSig] for newly submitted signatures has started.

After several schemes have been ruled out, many of them either broken or with severe dis-
advantages, NIST selected several schemes for standardization after the third round of the
process [NistR3|. These include one single primary candidate as key encapsulation mechanism,
used to exchange keys for, e.g., use with symmetric cryptography, and three signature schemes used
to verify the authenticity of a message. Other “alternate candidates” might also be standardized
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to allow for a comprehensive choice depending on the individual use case [NistR3].

Several candidates in the NIST process were based on hard lattice problems [NistR1]. Lattices
are algebraic structures from which several computational problems arise for which no classical or
quantum algorithm for efficient solving is known. From these problems, for example from variants
of the (unique) shortest vector problem and closest vector problem, cryptographic schemes have
been derived for several decades. An early example is the NTRU scheme [HPS98] of which several
variants have been submitted to the NIST process [NistR1]. An example of a 2-dimensional
lattice and the shortest and the closest vector problem is depicted in Figure 1.2.

Schemes based on the learning with errors problem are among the most efficient candidates in
the NIST process in terms of performance and key sizes. The learning with errors problem was
introduced by Regev in 2005 [Reg05, Reg09] and can be reduced (randomized) to lattice problems
that are assumed to be hard even for a quantum computer [Reg05, Reg09, Pei09a, APS15].
Especially the ring- [LPR13] and the module learning with errors problems [BGV14, LS15], which
are more structured variants of learning with errors, lead to efficient algorithms. The scheme
selected for standardization by the NIST, Kyber [BDK+18, ABD+21b], is based on the module
learning with errors problems and therefore lattice-based. This makes lattice-based cryptography
and especially learning with errors based protocols particularly interesting for embedded devices,
which are usually more constrained in terms of performance and key sizes.

While the process is running, some lattice-based post-quantum schemes have been tested and
are already used in practice. For example, NewHope [ADPS16b| has been used in a test run
in the Google Chrome browser in combination with Transport Layer Security (TLS) to secure
key exchanges in an experiment conducted in 2016 [Bral6]. NewHope is a lattice-based scheme
that is similar, but based on a slightly different problem, to the now selected algorithm Kyber.
Kyber itself is available for certain Amazon web services and has been evaluated in this context
for hybrid TLS [Jar22|, a recent release of libsignal (powering the Signal messenger) implements
Kyber [Sig23|, and the latest version of the Chrome browser uses hybrid key exchanges for TLS
that combine elliptic curve cryptography and Kyber [OBr23].

It has been shown that schemes based on these problems are suitable in practical use cases with
full protocols even on constraint devices, e.g., in [HPS+20], and several — secured and unsecured —
implementations of learning-with-error-based schemes exist, see for example [OG17, BGR+21,
FBR+22, KSSW22, HKL+22, BBC+23|. But also in settings such as TLS, the performance of
lattice-based cryptography has been evaluated [Peil4, BCNS15, SSW20, GW22] and is already
used in practice [Jar22, OBr23|. The currently primarily selected scheme for key encapsulation
and a selected scheme for signatures are module learning with errors schemes, additionally drawing
attention to learning with errors and especially to module learning with errors.

1.1 Problem Description

As learning with errors based schemes rely on different hard problems compared to currently
used cryptography, they come with different properties and are constructed from distinct kinds of
building blocks. For example, in learning with errors schemes, fast multiplication algorithms are
often realized using a number theoretic transform. In terms of scheme design, key encapsulation
mechanisms based on the learning with errors problem are often constructed from a public key
encryption scheme using a Fujisaki-Okamoto transform [FO99, FO13, TU16, HHK17] to obtain a
key encapsulation mechanism and achieve security against chosen-ciphertext attacks. Another
notable property is the usage of an error correction to remove noise from a message. The error
correction may in many schemes fail with very low probability even without manipulation.

The theoretic security of lattice-based schemes has been thoroughly analyzed and is debated
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(a) The lattice. (b) CVP (c) SVP

Figure 1.2: Lattice problems in two dimensions. Figure 1.2a shows a two dimension lattice. The
closest vector problem (Figure 1.2b) asks to find the closest lattice element to a given point. The
shortest vector problem (Figure 1.2¢) is posed as finding the shortest non-zero vector in a lattice.

extensively (see, e.g., [BDH+21a, BsiPqc, NistR3, PqcFo|). But whenever cryptographic schemes
are used in practice, side-channel and fault attacks are an attack vector that has to be considered.
The threat posed by physical attacks on embedded devices has been a major concern since the
seminal work by Kocher [Koc96] on timing attacks and by Kocher et al. [KJJ99] on differential
power analysis in 1999. For example, an application may leak through a side-channel such
as timing, electromagnetic radiation, or power consumption, or an adversary may manipulate
execution by introducing a fault. Implementation security is especially relevant when considering
embedded or mobile devices as these kinds of use cases often allow an attacker to — at least
temporarily — gain access to a device running a cryptographic algorithm that contains secrets that
the adversary wants to extract. As lattice-based cryptography utilizes entirely different building
blocks and deviates from classic algorithms in many regards, migrating to learning with errors
schemes opens up new implementation vulnerabilities (as already shown e.g., in [PPM17, GIN20,
RRCB20, RBRC20]) and requires analysis before post-quantum cryptography can be deployed on
a large scale.

1.1.1 Research Objective

Securing key exchange schemes in the near future is particularly important: An adversary may
record current encrypted data for later decryption by a large-scale quantum computer. In addition,
post-quantum key Key Encapsulation Mechanisms (KEMs) have been proven to be practical
in terms of performance in several use cases, e.g., [Bral6, SSW20, HPS+20, Jar22, GW22].
Moreover, the standardization process is near its end and NIST has already selected the KEM
Kyber for standardization [NistR3].

The secret key of the KEM, which is the long-term secret in non-ephemeral key establishment
protocols, is a particularly interesting target as it may allow an attacker, depending on the protocol,
to obtain not only the current but also past and future session keys. The long-term secret may
be targeted during the key generation and the decapsulation routine. The key generation is
only called once per key pair and may be performed offline or while the device is not under
the control of an attacker. Therefore, the building blocks of the decapsulation are especially
valuable targets. Evaluating their security, finding conceptual attack strategies, and designing
countermeasures to these threats is fundamental to the migration and widespread adoption of
post-quantum cryptography. For these reasons, this thesis focuses on the decapsulation routine
in Learning with Errors (LWE) based key exchange schemes with a focus on the following areas.



1.1 Problem Description

The Number Theoretic Transform

The number theoretic transform is an algorithm enabling fast multiplication. This routine is used
in several lattice based schemes, e.g., [ADPS16b, DKL+18, BDK+18, LS19], including Kyber.
The usage of a Number Theoretic Transform (NTT) has also been proposed for schemes where
the underlying algebraic structure does not directly allow for the usage of an NTT [CHK+21,
ACC+21]. In particular, the inverse NTT processes the secret key during the decapsulation; the
input depends on the ciphertext, which allows an attacker to influence its execution. Vulnerability
of the number theoretic transform against side-channel attacks has been shown in [PPM17, PP19].
These works show that the NT'T may be targeted during key generation, encapsulation, and
decapsulation and require only a single trace after having created a template. The vulnerability
of the NTT is not a purely theoretical matter, and attacks have been verified on physical devices.
But in current attacks the noise tolerance is reduced when targeting the long-term secret or a
masked! implementation (compared to targeting the session key in an unprotected setting). This
means, in a realistic setting, the adversary needs to be able to take precise measurements of
intermediate variables? to recover the long-term secret. It is unclear whether the long-term secret
can be extracted in masked settings with increased measurement noise.

To understand the degree of vulnerability of the NTT, is necessary to quantify the capabilities
required by an adversary to launch an attack. Therefore, finding and — in a second step — mitigating
attack strategies allowing for attacks with increased noise-tolerance on the NT'T is of high
relevance to the security of affected lattice-based schemes. Moreover, shuffling countermeasures,
e.g., presented in [RPBC20], could prevent these attacks, and adaptations for these types of
attacks are not yet known. The extent of vulnerability of the number theoretic transform is
therefore a major open question with regard to implementation security. In our first research
question, we aim to give an answer to this issue.

Error Correction and Fujisaki-Okamoto Transform

Current lattice-based schemes make use of an error correction to recover the message (from which,
e.g., the session key is derived) from a noisy polynomial. The error correction is used during
the decryption, which is called in the decapsulation routine. Even though the error correction
recovers the session key, the input to the error correction directly depends on the long-term secret.
With very high probability, the noise is small enough to allow for correct recovery. In rare cases, a
decryption failure may occur, which allows an observer to obtain information about the secret key;
this is taken into account by security estimates. Decryption failures may also be caused by the
usage of a manipulated ciphertext; if an adversary can potentially cause and then observe whether
a decryption failure happens, they obtain information about the secret key. Previous schemes
have been attacked, and in some cases even broken without the usage of a side-channel, using
this attack strategy [JJ00, HNP+03, Flul6, BBLP18, GJY19, BGRR19]. A Fujisaki-Okamoto
Transform [FO99, FO13, TU16, HHK17] prevents chosen-ciphertext attacks in the IND-CCA2
model and thereby, in particular, prevents the observation of decryption failures caused by a
chosen-ciphertext. Invasive attacks target the comparison of the Fujisaki-Okamoto (FO)-transform
and thereby remove the protection the FO-transform offers — the need to protect the comparison
and similar operations against faults is therefore well-known [VOGR18, OSPG18, BGRR19,
XIU+-21]. Another attack path has been the exploitation of either side-channel leakage [BGRR19,
GJN20, RRCB20, BDH+21b, DHP+22| during the error correction. Note that countermeasures
mitigating these attacks have already been provided in the respective work. Nevertheless, an
attack similar to [GIN20, BDH+21b, DHP+22| applies whenever side-channel leakage allows

I Masking is a countermeasure, see Section 2.3.3.
2For a high-level comparison of required noise levels see Table 1.1.
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observing the outcome of the decryption subroutine during the decapsulation. Moreover, in these
attacks, the ciphertext only differs by a single bit from a valid ciphertext and is therefore hard to
detect. The attack of [PP21] applies a fault — but only a fault and no chosen-ciphertext — and
can fully recover the secret key in practice. However, it is focused on a particular implementation
of the decoder and requires a reliable fault on a single unprotected location.

Thus, regarding the area of invasive attacks, it is unclear whether the error correction may be
targeted with an unreliable fault that can be administered in various locations, i.e., allows for
a large attack surface, and is independent of the exact implementation. Therefore, it is mostly
an open question under which conditions and to what extent implementation attacks allow to
exploit decryption failures in the presence of an FO-transform. The second research question
focuses on attacks that exploit decryption failures and target the FO-transform.

Recovery Methods for Decryption Failure Information

Side-channel and fault attacks commonly make use of statistical information obtained during the
attack. Veyrat-Charvillon et al. [VGS14] proposed the usage of a coding theoretic approach, and
since then, many attacks rely on belief propagation, e.g., [PPM17, GRO18, PP19, KPP20]. Using
belief propagation, an adversary may recover the secret key if a sufficient amount of information
has been obtained, and belief propagation has also previously been combined with an algebraic
step that, for example, exploits the structure of an NT'T [PPM17]. In many cases, however,
there is currently no technique to make use of the underlying lattice problem, which is posed
by the public key equation and targeted by classical attacks on learning with errors schemes.
In particular, the recovery of the secret key from decryption failure information that occurs in
attacks such as, e.g., [BDH+21b, PP21, HPP21, DHP+22|* yet misses a comprehensive recovery
method which combines the advantages of different approaches. The side-channel information
framework of Dachman-Soled et al. [DDGR20, DGHK22| considers different kinds decryption
failure information and offers estimates for information as occurring in the attacks of [BDH+-21b,
PP21, HPP21, DHP+22]. However, full key recovery in these latter cases is computationally
expensive, and estimates indicated that it requires more information than current statistical
algorithms (see [DHP+22, Section 3.1]).

Previous statistical methods [PP21, HPP21, Del22] can practically recover the secret key
from sufficient information. However, those methods either do not allow for error tolerant
recovery or require more information than necessary; in addition, those approaches do not offer
security estimates in case of partial attacks. Error tolerance enables attacks in which information
about decryption failures cannot be classified with certainty — a property often required in
real-world scenarios. Estimates on the remaining security after an attack on an instance of a
scheme are particularly important to understand the impact of attacks and design appropriate
countermeasures. Unfortunately, current methods allowing for error-tolerant key recovery do not
achieve the performance in terms of required information that other methods offer, and practical
methods do not offer security estimates at all. This has several implications: The key can only be
recovered if no incorrect information is obtained from the attack — often an unrealistic assumption
—, or the adversary needs to obtain more information than other methods would require. Further,
in case an adversary retrieves insufficient information to recover the secret key, the current state
of the art does not allow to estimate the remaining security.

The lack of security estimates leads to uncertainty about the impact of attacks exploiting
decryption failures, e.g., [BDH+21b, PP21, DHP+22, Del22|, and could result in the deployment
of insufficient countermeasures that do not achieve the required security level. The issue of
security estimates for decryption failure information is covered in the third research question.

3Note that these attacks obtain different information than failure boosting attacks (e.g., [DVV19]).
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1.1.2 Research Questions

From the problems described in the previous section, we derive the following research questions:

Research Question 1: To what extent is the number theoretic transform vulnerable
to side-channel analysis?

Fast multiplication in several lattice-based schemes, e.g., [ADPS16b, DKL+18, BDK+18, LS19],
including Kyber, is realized through the usage of a so-called NTT. This procedure is used
throughout the whole scheme and therefore offers multiple points of attack. In particular, the
inverse NTT of the product of the long-term secret and a component of the ciphertext is
computed during every key exchange, making it a valuable target. The vulnerability of the
NTT to side-channel analysis has previously been shown [PPM17, PP19|. These attacks are
practical, have been carried out on physical devices, and, after a template has been recorded, only
require a single-trace. Current attacks, however, do not yet target the long-term secret or masked
settings under high-noise conditions. Moreover, shuffling countermeasures are not considered and
prevent these attacks. A general attack strategy targeting the long-term secret that considers
high noise levels and an assessment of vulnerabilities of the NT'T, especially in the presence
of countermeasures, is yet missing. Understanding the security of the NT'T, in regard to the
required noise level as well as countermeasures, is of high relevance as the long-term secret is
processed over a long execution time during the decryption routine.

Research Question 2: How can implementation attacks target the error correction
and exploit decryption failure leakage in the presence of an FO-Transform?

In LWE-based schemes, during the decryption step, the message has to be recovered from
noisy polynomial coeflicients — small errors have to be corrected. The error correction and the
FO-transform have previously been identified as a target (see, e.g., [VOGR18, OSPG18, BGRR19,
GJN20, XIU+21, BDH+21b, PP21, DHP+22]). An attack strategy for side-channel analysis
already exists and has been exploited in [GIJN20, BDH+21b, DHP+22]. However, current invasive
attacks require an implementation to be vulnerable or unprotected in a specific location, have a
small attack surface, or they require a reliable fault. In addition, these attacks target operations
that are already considered sensitive (e.g., the comparison operation of the FO-transform or the
error correction of the session key), and no attack strategies targeting only public data are known.
It is yet unclear if decryption failure leakage can be utilized for more general fault attacks and to
what extent the FO-transform in lattice-based cryptography is vulnerable. The error correction
processes the secret key and may be targeted using a chosen ciphertext. Therefore, understanding
the impact of decryption failures in regard to side-channel and fault attacks is of high importance.

Research Question 3: Which techniques allow for key recovery from partially leaked
decryption failure information?

Side-channel and fault attacks often require a key recovery step because recorded information does
not directly reveal the key but, instead, allows for the key to be retrieved from it. In particular,
solving for the secret key from decryption failure leakage requires sophisticated methods as the
information occurs in terms of inequalities in a high-dimensional space. This type of key recovery
from decryption failure leakage is of high relevance for security of lattice-based cryptography, as
such information occurs in a variety of attacks such as [PP21, BDH+21b, HPP21, Del22|. Several
techniques exist [DDGR20, PP21, HPP21, Del22, DGHK22|, each with their own merits and
caveats, using either statistical or algebraic methods but not both. Current recovery methods are
either not error-tolerant, i.e., they fail in the presence of incorrect information, need substantially*

4This is quantified in Table 1.3 as well as Section 7.2.2.
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more information than required by other algorithms, or do not allow for security estimates. In
addition, security estimates are not available for any practically used method in this area, and
other means overestimate the remaining security, i.e., underestimate the loss of security caused
by these attacks. The lack of a practical approach that allows for security estimates leads to
uncertainty about the impact of attacks that exploit decryption failures. Therefore, it is unclear
what countermeasures are needed to achieve the required level of security. As a consequence,
attacks could be underestimated, and deployed countermeasures might not achieve the targeted
level of security.

1.2 Contributions

This thesis builds upon several previously published works the author contributed to. The author
of this thesis was a main contributor to each of the following work. The authors of [HHP+21]
and [HSST23] are mentioned in alphabetic order®; in [HHP+21] the role of main contributor is
shared with several other researchers, mainly Silvan Streit, and in [HSST23], it is shared with
Silvan Streit. The first research questions is addressed in [HHP+21] and [HSST23|. The second
research question is mainly addressed in [HPP21] with some improvements in [HMS+23|, and the
third research question is addressed in [HMS+23].

In [HHP+21], we show how to exploit algebraic properties of the NTT in order to enable
noise-resistant side-channel analysis. A chosen-ciphertext, which is crafted using either lattice
reduction or a less costly but also less effective algorithm, is first sent to the device under attack.
This ciphertext is created such that decompression and subsequent transformation into NTT
domain result in a sparse polynomial. The pointwise multiplication with the secret then reduces
the entropy inside the inverse NT'T, allowing for improved side-channel analysis. A subsequent
belief propagation that is similar to the belief propagation used in [PP19] but works in the
setting of attacking the decapsulation and thereby targeting the secret key, can then recover
parts of the key. Using the algebraic structure of the NTT — essentially a computation of
the Chinese remainder theorem — additionally allows for recovering even more coefficients of
the key. This can be achieved by using lattice reduction or, again, by using a less expensive
but also less effective algorithm. We evaluate our proposed attack strategy and give results in
terms of measurement-noise tolerance. The noise tolerance in terms of standard deviation of the
measurement error when targeting the long-term secret is increased by a factor of up to greater
than five. We thereby give an answer to the first research question by stating an attack on the
NTT in lattice based schemes, giving a strategy to reduce the entropy during the inverse NTT
using a chosen-ciphertext which increases the noise tolerance, and explaining how to recover the
secret key in such attacks. Further, we provide an evaluation of the vulnerability of the inverse
NTT during the decryption routine which processes the long-term secret.

Following up with the previous analysis of susceptibility of the NTT to side-channel analysis, we
examine the impact of hiding countermeasures in [HSST23]. A standard masking countermeasure,
e.g., the one used in [RRVV15, RRC+16, OSPG18], affects the attack of [HHP+21] only to a
low degree. This leads to the question of the impact of standard hiding countermeasures on the
attack proposed in [HHP+21]. Several countermeasures have already been proposed by Ravi et
al. in [RPBC20]; these include three hiding countermeasures which are realized by shuffling the
computations inside the NTT. We propose several ways of adapting to these countermeasures.
The first one is a computationally inexpensive method that is realized by mixing priors and
counters the lowest degree of protection proposed by [RPBC20]. A more sophisticated method, a

5This is common in the areas of cryptography and mathematics, see https://www.ams.org/profession/leaders/
CultureStatementO4.pdf.
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so-called shuffle node, targets the same countermeasure and allows for higher noise resistance.
Shuffle nodes are adaptive nodes that modify the belief propagation algorithm based on the
processed information. Finally, we adapt the attacker model and develop a matching algorithm
that allows adapting to higher levels of protection but is computationally expensive and has
higher requirements on the attacker. Thereby, we complement our answer to the first research
question by taking countermeasures into account, providing an analysis of their impact, and
explaining general strategies to adapt such attacks to countermeasures. A high-level comparison
to previous work is given in Table 1.1.

Table 1.1: Comparison of [HHP+21] to previous work (targeting Kyber or [LPR13]) in terms
of noise tolerance, target of the attack, and the consideration of countermeasures. The noise
tolerance is given as standard deviation of the error distribution. Table as depicted in [Her23b].

Work Noise Tolerance Long-Term Secret Countermeasures
Primas, Pessl, and Mangard [PPM17] o < 0.6 Yes Masking

Pessl and Primas [PP19] 0<20 No Masking

This Thesis [HHP+21, HSST23| o< 1.7(3.1)° Yes Masking and Hiding

In [HPP21], we show how decryption failures can be exploited using the combination of a chosen
ciphertext and a fault attack. A chosen ciphertext contains an additional term that potentially —
depending on the coefficients of the secret key — causes a decryption failure in the decryption
routine. The FO-transform prevents an attacker to observe such failures and thus, without an
implementation attack, no information can be obtained (in the appropriate model). Whenever
an implementation attack allows observing such decryption failures, an adversary may retrieve
inequalities over the secret key by using the chosen ciphertext also used in this work. Previous
work [GJN20, BDH+21b] exploited a faulty comparison operation using a similar technique or
used a fault to directly cause a decryption failure [PP21]. In this work, we show that a fault
may be used to turn the FO-transform — in place to prevent chosen-ciphertext attacks — into a
decryption failure oracle leaking inequalities that hold secret information. As noted in [DHP+22],
our approach is comparable to the concept of safe-error attack [YJO00] in symmetric cryptography.
Subsequently, the secret key has to be recovered from those inequalities. For this purpose, we
present a new technique using belief propagation which improves upon the previous technique
of [PP21]. It allows working with a very unreliable fault, requires to target only public data,
and may be administered at a wide variety of locations. We thus answer the second question by
explaining how the FO-transform may be turned into a decryption failure oracle using a fault,
which is a more generally applicable attack strategy. A high-level comparison to previous work is
given in Table 1.2.

As decryption failure leakage occurs in a variety of attacks, for example in [PP21, BDH+21b,
HPP21, Del22], several recovery methods, such as [DDGR20, PP21, HPP21, Del22, DGHK22],
exist. Every single recovery method comes with advantages and caveats. Until now, no recovery
method offered a minimum of required inequalities, error tolerance, security estimates, and
practicability on commonly available hardware. In [HMS+23|, we show that a combination
of statistical and algebraic tools offers all those properties in the case of the most commonly
occurring types of decryption failures. By first using an improved belief propagation that achieves
error tolerance, we can recover the secret key in all cases where previous algorithms could. If the
given information was not sufficient for immediate recovery, we explain how belief propagation

6The number in brackets applies only to the highest Kyber security level.
"The work of [Del22] is a follow-up up attack to our work further enlarging the attack surface.
8 A fault that may fail or targets incorrect locations; our attack may still make use of such a fault.
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Table 1.2: Comparison of [HPP21] to previous work (targeting Kyber or FrodoKEM) in terms
of type of attack (side-channel analysis (SCA) or fault), point of attack, and requirements, and
robustness. Grayed out entries were published after our work. Table adapted from [Her23b].

Work Type Attack Vector Requirement /Robustness
Guo et al. [GIN20] SCA Comparison Timing Leakage
Bhasin et al. [BDH+21b] SCA Comparison Faulty Comparison
Pessl and Prokop [PP21] Fault Decoding Reliable Fault
DHP-22
Del22|7
FKK+22
This Thesis [HPP21] Fault Multiple Unreliable Fault®

output may be integrated into lattice problems. Thereby, we can further lower the number of
inequalities and, in addition, give estimates on the remaining security for partially successful
attacks. The work of [HMS+23] thereby answers the third research question of how to work with
partially leaked information in regard to decryption failure leakage, and, in addition, it provides
a more general applicable technique for attacks on lattice-based cryptography utilizing belief
propagation. A high-level comparison to previous work is given in Table 1.3; by being applicable,
we denote that a method has been used in practice for end-to-end key recovery in an attack on
Kyber retrieving inequalities such as, e.g., [BDH+21b, PP21, HPP21, DHP22].

Table 1.3: Comparison of [HMS+23] to previous work in terms of required inequalities in Kyber512,
applicability to decryption failure information as arising in the aforementioned attacks, error
tolerance, and availability of security estimates. Table as depicted in [Her23b].

Work Inequalities Applicable Error Tolerant Estimates
Pessl and Prokop [PP21] 7500 Yes No No
Delvaux [Del22] 8500 Yes Yes No
Dachman-Soled et al. [DDGR20] > 10000° No No Yes
Dachman-Soled et al. [DGHK22| n.a. No No Yes
This Thesis [HMS+23| 5500 Yes Yes Yes

Approaches used to answer the research questions. To exploit algebraic properties of the
scheme under attack, an adversary often needs to interact with the device in an active, as opposed
to a purely measuring-observing, way. Therefore, the techniques to answer the first and the second
research question include chosen-ciphertexts, i.e., a dishonestly generated ciphertext crafted to
manipulate the device into certain computations that expose information. Lattice problems
do not only appear in the security proofs of learning with errors but are also useful to recover
the secret key in a variety of scenarios when information was obtained from implementation
attacks. Thus, the technique of lattice reduction — used to find a short vector in a lattice —
appears in several chapters. Furthermore, throughout this work, the belief propagation algorithm
is used as a statistical tool allowing efficient processing of probability information. In fact, we
show that belief propagation may be used to recover the secret key from decryption failure
information. Further, we provide several techniques related to belief propagation in the context of
Soft Analytical Side-Channel Attack (SASCA) [VGS14| and solving inequalities; these methods

9 As estimated in [BDH+21b] using obtained approximate equations.
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allow to circumvent countermeasures, to deal with incorrect information, or to combine belief
propagation with lattice reduction. As Kyber is the primary KEM selected for standardization
by the NIST, we evaluate our findings on the example of Kyber.

1.3 Thesis Organization

This thesis is structured as follows: In Chapter 2 we introduce concepts such as cryptographic
schemes in general, in Section 2.1 we give an overview of lattice-based cryptography in Section 2.2,
and explain implementation attacks in Section 2.3. The chapter contains a brief overview of the
necessary background required to state our results, and it introduces notation.

In Chapter 3, we provide an overview of the current state of the art regarding our research
questions. The chapter describes directly related work; in contrast to Chapter 2, it goes into
more detail where this is required to understand our work and the current state of the art.

Chapter 4 addresses the first research question by proposing and analyzing an attack strategy
that targets the NTT using a chosen ciphertext. We answer the first research question by
proposing an attack scheme on the NTT which improves upon previous work by targeting the
long-term secret while maintaining a high noise tolerance.

Chapter 5 addresses the second research question; we provide a fault-enabled chosen-ciphertext
attack on Kyber which is an instantiation of a more general class of implementation attacks. We
explain how a fault may be used to turn the FO-transform into a decryption failure oracle — this
allows for a variety of concrete instantiations of fault attacks and thereby answers the second
research question.

Chapter 6 addresses the third research question by providing a new recovery method for
decryption failure leakage, which, in particular, explains how to integrate belief propagation
output into a lattice problem. In addition, we provide security estimates and state a more
generally applicable way to integrate belief propagation output into lattice problems occurring in
LWE schemes. Such kinds of leakage — both decryption failure and general belief propagation
output — occur in a variety of attacks; therefore, improving the recovery method impacts the
implementation security of LWE schemes.

We provide evaluation of our attacks and methods in Chapter 7, and we compare them against
the previous state of the art. Finally, Chapter 8 concludes the thesis and discusses future work.
The outline of the thesis is depicted in Figure 1.3.

11
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Figure 1.3: Outline: The left column of the figure provides an answer to the first research question,
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question. However, the evaluation of the second and third research question make use of similar
methodologies and are both presented in Section 7.2
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Chapter 2

Background

The National Institute of Standards and Technology (NIST) contest [NistCfp| aims to find
post-quantum replacements for current asymmetric schemes with a focus on signature and
key establishment schemes. In this work, we state attacks on lattice-based key encapsulation
algorithms with a focus on the to-be standardized scheme Kyber [BDK+18, ABD+21b]. In this
chapter, we establish the necessary background and give commonly used definitions and notations.

This includes fundamentals of cryptographic key exchanges, focusing on Public-Key Encryption
(PKE) and Key Encapsulation Mechanism (KEM), and common security notions regarding
chosen-ciphertext attacks. Symmetric encryption is not repeated in this work; for this, and in
general, for a more extensive introduction, we refer to [PP10].

After having established the necessary basics of cryptographic schemes, we turn to lattice-
based cryptography. This kind of cryptography is very relevant in the context of Post-Quantum
Cryptography (PQC), and we reiterate a main problem, the Learning with Errors (LWE) problem
[Reg05]. To give an introduction to the LWE problem, we first require some mathematical
background. Then, LWE and the sub-problems Ring Learning with Errors (RLWE) [LPR13],
and Module Learning with Errors (MLWE) [LS15] are reiterated. We explain how common
schemes, including the NIST standardization contest winner Kyber, are defined. If such algorithms
are running on embedded devices, an important factor is implementation security. Therefore, we
summarize implementation attacks such as Side Channel Attacks (SCAs) as well as fault attacks.

For more comprehensive introductions, we refer to [PP10] for cryptographic schemes in general,
to [BL17] and [BDH+21a] for an overview over post-quantum cryptography, to [Peil6, BsiPqc,
BDH21a] for lattice-based cryptography, and to [MOPOQ7] and [JT12] for side-channel and fault
attacks.

Notation. In this thesis, the natural numbers contain 0, that is 0 € N = Ny. We generally
count beginning with 0, and indices start at 0. Finite fields are denoted by F, where ¢ is a prime
power; in the case of ¢ being prime, this means that F, = Z/¢Z. Polynomial rings over a ring R
are denoted as R[x] where x is the variable (and might also be replaced by y or any other letter).
Depending on the context, there usually is a base ring we work over, in the case of Kyber this is
Fqlz]/(f) with f = 2™ + 1 where n = 256.

We denote vectors and matrices over the corresponding base ring in bold letters, for example,
e for a vector over R for some ring k, i.e., e € R* for some k € N with k > 1. The coefficients of a
vector or matrix are denoted by subscripts (ignoring co- and contravariance) and are not bold.
For a vector e € R*, we write eq for the first component, e; for the second component, and so on.
For a polynomial, we denote the coefficient in the same way, unless the polynomial is denoted as
a component of a vector of polynomials. This means, let R = Fy[z], ve R, and b € RF for some
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k € N with k£ > 1, then the first coefficient of v is denoted as vy, but the second coefficient of the
third component of b is denoted by (b3)2. To illustrate this, let k = 2,

v =1+ 2z + 327 (2.1)
and )
4 + 5z + 62

bk( 7+ 8z ) (2:2)

then v; = 2 and (bg)2 = 6. Using this notation, it should always be clear what kind of
mathematical object a letter with subscripts denotes.

Vectors are generally denoted as row vectors; for a vector b € R¥, we denote the corresponding
column vector by b'. The scalar product of two vectors is denoted by matrix multiplication, i.e.,
for a,b € RF, we write ab' to denote

k
abT = Z aibi. (23)
=0

This is regardless of R, for example, R may be a polynomial ring R = F,[z], in which case

k deg(a)+deg(b

ab' = Z
=0 J

=0

) J
D ai)i(bi)j 12’ (2.4)
=0

where deg(-) denotes the degree of a polynomial. To illustrate this further, let

0+ 1z + 222
a‘( 2+ 4z ) (2:5)
and
b—(_0 (2.6)
7+ 8z '
then
ab' =6(0+ x + 22%) + (2 + 42)(7 + 8x) = 14 + 50z + 442> (2.7)

Note that the base ring will often be of the form Fy[z]/(f), and then, elements can be seen as
n-dimensional vectors, where n = deg(f), with an additional multiplicative structure. In this
case, where a Number Theoretic Transform (NTT) exists (c.f. Section 2.2.3), we denote the
vector corresponding to a in the NT'T domain by a. Vectors in NTT domain are multiplied as
polynomials of a lower degree or pointwise; we will not indicate this by a special notation.

We often denote equivalence classes by a representative of that equivalence class without further
indication if it is clear from the context which ring the object is from. Addition, multiplication,
and other operations will take place in the specified ring without denoting it by, e.g., a “mod”. For
example, let a,b € F5 with a = 2 and b = 3, then ab = 1 and what we mean is that a = 2 + 5Z,
b =3+ 5Z, and thus ab = 6 + 5Z = 1 4+ 5Z. If we need a,b to be considered as elements of Z,
then we will explicitly state it.

If a,b € Z and we desire to multiply them modulo a natural number [, we denote this by
abmod! € Z, where the result is an integer again. We thereby differentiate between the operation
of reducing modulo I, which results in an integer in {0,...,l — 1} and the map to Z/IZ, which is
denoted as ¢ = ab + IZ € Z/IZ. A similar notation is applied in general and not only for Z and
integer ideals.
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2.1 Cryptographic Schemes

Reducing a € Z modulo ! € Z such that the residue z fulfills —I/2 < z < /2 is denoted by
amod™ | € Z. Rounding a € Z to the closest smaller integer is denoted by |a]; rounding to the
closest greater integer is denoted by [a]; and rounding to the closest integer is denoted by [a],
where a + 1/2 is rounded to a + 1.

We denote functions in a mathematical context as, e.g., Decode. Ciphertext, secret key, public
key, and message/plaintext are denoted by ct, sk, pk, m, respectively. We denote the Gaussian
distribution with mean p and standard deviation o by N (e, ) and sampling from it when the
exact algorithm does not matter by e < A(o,u). By a binomial distribution, we denote a
centered binomial distribution (as only centered binomial distributions occur in this work); such
a distribution has the parameter 1 that defines the number of trials occurring with probability %
Sampling in other contexts will be denoted as described in the text.

2.1 Cryptographic Schemes

Cryptographic schemes consist of algorithms that together achieve a cryptographic goal such as,
e.g., encrypting a message. Asymmetric cryptography, often called public key cryptography, is the
set of schemes working with key pairs consisting of a public and a private key. The former may
be published and enables a certain operation, for example, encryption or verifying a signature,
while the latter has to be kept private and allows a related operation for example decryption or
creation of a signature. Commonly, asymmetric cryptographic schemes define a key generation,
an encryption, encapsulation, or verify function, and a decryption, decapsulate, or sign function,
respectively. On the other hand, in symmetric cryptography, both operations are enabled by the
same key or no key is required.

A common example of the usage of several asymmetric and symmetric schemes is an au-
thenticated key exchange using public key cryptography and subsequent communication using
symmetric cryptography: First, a shared secret is exchanged and, in the process, one or both
parties authenticate themselves. Then, this shared secret serves as a basis for derivation of a
common key. Finally, further communication is secured using symmetric cryptography which is
usually more performant allowing for encryption of large amounts of data. An example of such a
scheme is depicted in Figure 2.1 — this specific example is as in Hermelink et al. [HPS+20]; we,
in [HPS-+20|, instantiate a scheme proposed by Guilhem, Smart, and Warinschi [SSW17] with
post-quantum algorithms.

Quantum computers could break currently used asymmetric cryptography and could halve the
bit security of symmetric schemes using Shor’s [Sho94, Sho97] and Grover’s [Gro96] algorithm,
respectively. The later can be mitigated by doubling key lengths of currently used symmetric
algorithms (see, e.g., [BL17]). Therefore, the NIST contest [NistCfp], which aims to find
and standardize replacement candidates, focuses on public-key cryptography, in particular key
establishment schemes and digital signatures. The main candidate for standardization in the area
of key establishment is Kyber — internally defining a public key encryption scheme (KyberPKE)
and a key encapsulation mechanism (KyberKEM). In the following, we give an overview of
PKEs, KEMs, and the class of attacks called Chosen-Ciphertext Attacks (CCAs) as well as
corresponding security notions.

Public key encryption schemes A PKE defines the following operations:
e Key generation: Input: Randomness. Output: Public key pk, secret key sk.
e Encryption: Input: Randomness, message m, public key pk. Output: Ciphertext ct.

e Decryption: Input: Ciphertext ct, secret key sk. Output: Message m’ or L.
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Alice Bob

Asymmetric cryptography

Key Generation

i Response Bob

Secret Key |
/
Y
m3

A4
Response Alice Final Bob

Encrypted Communication

Using Shared Secret

Figure 2.1: Example of an authenticated key exchange with subsequent symmetrically secured
communication as, e.g., proposed by Guilhem, Smart, and Warinschi [SSW17] and instantiated
with post-quantum schemes in an automotive context by Hermelink et al. [HPS+20|. Compared
to a pure key exchange, this example features a third message, and Alice commits to a value in
her first message; this can later be checked by Bob.

Note that the randomness is either passed as a seed or only an implicit parameter and realized
through a Random Number Generator (RNG) call. The PKE is correct if m’ is equal to m given
the correct secret key sk belonging to the pk used for ciphertext creation. In the PQC domain,
many schemes, most notably lattice-based schemes, are only correct with a high probability but
may fail (without any manipulation). The message m is also called plaintext.

Key Exchange Mechanisms A KEM defines the following operations:
e Key generation: Input: Randomness. Output: Public key pk, secret key sk.

e Encapsulation: Input: Randomness, public key pk. Output: Ciphertext ct, shared secret
K.

e Decapsulation: Input: Ciphertext ct, secret key sk. Output: Shared secret K’ or L.

The comments about the randomness, definitions, and failures of PKEs in the previous paragraph
apply to for KEM as well. Often, the KEM is built from a PKE and internally samples a
message m, which is encrypted and from which the shared secret is derived (c.f. Section 2.1.2).
In this case, the message m is commonly called the plaintext (of the underlying PKE). In a
hybrid encryption scheme, i.e., key establishment using public key cryptography and subsequent
symmetrically secured communication, we will sometimes call the exchanged key the session key,
and the secret key of the asymmetric scheme the long-term secret. Note that the key pair of
the asymmetric scheme may also be ephemeral — re-generated after every or a certain number
of key exchanges. While ephemeral schemes do prevent attacks requiring multiple observed key
exchanges, they are also less efficient due to the repeated key generation.
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2.1 Cryptographic Schemes

2.1.1 Chosen-Ciphertext Attacks

Chosen-Ciphertext Attacks (CCAs) were first formalized by Naor and Yung [NY90] with various
notions and relations in-between those notions introduced by Bellare et al. [BDPR98]. One notable
representative of this class of attacks are the Bleichenberger attack [Ble98] and its derivates, for
example [JSS12] and [NSS+17]. We give an introduction based on the work of Bellare, Desali,
Pointcheval, and Rogaway [BDPRIS|.

Informally, Chosen-Plaintext Attacks (CPAs) are a class of attacks where the attacker chooses
a plaintext to be encrypted causing the decryption routine to leak information through some
mechanism. CCAs, a stronger class of attacks, utilize a chosen ciphertext instead of a plaintext —
the ciphertext does not need to come from a valid plaintext. In the non-adaptive version of a
CCA, the attacker may not modify their ciphertext depending on the information learned from
the routing under attack, whereas the adaptive version allows this.

Formal definitions. A more formal description, following [BDPR98|, works as follows: Let
(K,E,D) = (KeyGen, Enc,Dec) be an instance of a PKE or a KEM with keypair (pk, sk)
where K, E, D run in polynomial time. The adversary is defined by two deterministic algorithms
A = (A1, As) where A; models the first stage and As the second stage of the attack. In the
first stage, described by A;, the attacker is given access to the public key pk and may query
certain functions depending on the scenario. In the second stage, described by As, the attacker is
issued a challenge ciphertext ct and asked to solve the challenge given arbitrary state information
previously returned by Aj.

In the CPA scenario, A; is given access to the public key allowing them to compute the
ciphertext for any plaintext. The non-adaptive CCA (CCA1) calls A; with the public key as a
parameter and gives access to a decryption oracle — in the first phase of the attack, any ciphertext
can be decrypted. As on the other hand does not have access to the decryption oracle but only
to the public key. In the adaptive CCA (CCA2), the attacker additionally has access to the
decryption error oracle but merely may not query it on ct itself.

A CCA2 attack may model a CCA1 attack which again is allowed to take every action a CPA
attack is permitted to perform. Thus, the order in which the models are presented here is in
order of growing strength.

Security against chosen-plaintext/ciphertext attacks. Three main security notions in
regard to CPA and CCA attacks exist; we summarize them, again following [BDPR98]. All
three notions are based on indistinguishably of encryption [GM84] and the definition of negligible
function; a function f : N — R is negligible if it converges faster against zero than any polynomial
function, i.e., if for every ¢ € R there is n. € N such that f(n) < k7¢ for n > n.. Let again
Il = (K, E, D) be an encryption scheme, and A = (A1, A3) an attacker. A; now outputs a triple
(mg, m1, s) where m; are valid plaintexts and s is a state passed to Ay. As is passed the triple as
well as a ciphertext ct which either encrypts mg or my; As is asked to decide whether mg or mg
were used to generate ct. For attack € {CPA, CCA1l, CCA2} and the respective oracle accesses
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in Ay, Ao, the advantage of the attacker is defined as

AdvyE™ = 2P( (2.8)
(pk, sk) — K; (2.9)
(mg, mq, s) «— Ax; (2.10)
b {0,1}; (2.11)

ct « E(myp); (2.12)
As(mg,my, s,ct) =b (2.13)
)—1. (2.14)

A scheme is called IND-attack (secure), for attack € {CPA, CCA1l,CCA2} if the advantage
AdvyT* is negligible.

2.1.2 Fujisaki-Okamoto Transform

Public key encryption schemes, in particular in the post-quantum domain, often fulfill IND-CPA
but not IND-CCA security (e.g., [LP11, LPR13]). A Fujisaki-Okamoto (FO)-transform [FO99,
FO13] allows turning an IND-CPA secure PKE into a IND-CCA2 secure KEM; note that many
differing variants exist (see, e.g., [HHK17]). The variant of the FO-transform used in Kyber is
similar to the transform presented in [TU16].

Let in the following (K pke, Epke; Dpke) again be a PKE and let (Kkem, Exem; Dkem) be the
KEM given by the FO-transform. Informally, the encapsulation routine, Eyep,, commonly consists
of sampling a random message m, deriving randomness from m, and deterministically (depending
on the randomness) encrypting the message m using Epie to a ciphertext ct. The decapsulation
routine now not only decrypts ct to m using Epke but also re-encrypts m to ct’, using the same
randomness derivation from m, and comparing ct to ct’. If the ciphertexts do not match, no
shared secret is returned. Thereby, the decapsulation routine essentially checks whether ct
was honestly generated by re-performing the relevant steps. In the case that the ciphertext is
manipulated, the decapsulation routine outputs a rejection from which an attacker does not learn
anything. An exemplary, and high-level, depiction is given in Figure 2.2, and a depiction of the
decapsulation routine is shown in Figure 2.3. We do not give a fully formal treatment of the
topic as the highly complex nuances are not relevant to this work because we only work with the
FO-transform used in Kyber; instead, we refer to [HHK17].

2.2 Lattice-Based Cryptography

Several schemes competing in the NIST competition were and are lattice based [NistCfp, NistR1,
NistR2, NistR3|. The main candidate for key establishment is Kyber, which is based on the
MLWE problem [LS15| and therefore lattice-based. In this section, we provide a short overview
over lattice-based cryptography from a practical viewpoint with focus on LWE. For a more
thorough introduction, we refer to [NS13] for the general mathematical background, to [MGO02]
for background on lattices in particular, and to [MR09] for LWE-based schemes.

2.2.1 Mathematical Background

We give a very short overview over basic definitions in regard to lattice we require in the following
chapters following [NS13]: A lattice £ is a discrete subgroup of the R™ which is isomorphic to Z*.
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Alice Bob

KyberKEM

Key Generation

| Public Key

Secret Key
Ciphertext
\

Encapsulation

Decapsulation
|
i Shared Secret Shared Secret
\
Decrypt ciphertext Sample m
Encrypt m (same seed) Derive seed
Compare ciphertexts Encrypt m (with seed)

Figure 2.2: Exemplary high-level depiction of an FO-transform as used in Kyber (which is similar
to the transform presented in [TU16]). The routines defined by the KEM rely on the method
defined by the PKE. Figure adapted from [Her23b].

This is equivalent (see, e.g., [NS13, Proposition 4.2]) to £ being the linear Z-span of k linearly
independent vectors b; € R™, i.e.
L= {by,...bg—1)y (2.15)

with all b; € R™ being linearly independent; the set
B ={bg,b1,...,bp_1} (2.16)

is then called a basis of £, and k = |B] is the dimension. For any basis B, any element of v € £

may thus be written as
k=1

v = Z aibi (2.17)
i=0
for some a; € Z.

In a sense, a lattice may be thought of as a discrete analogue of a (sub-) vector space; but note
that many properties of vector spaces do not translate to lattices. For example, lattice Lg, Ly
generated by bases By, By, respectively, with |By| = |B1| do not necessarily generate the same
lattice. Let

By ={(1,0),(0,1)} (2.18)
and
B; = {(2,0),(0,1)} (2.19)
then clearly
<B0>]R = <B1>]R (2~2O)

by basic linear algebra (as 27! € R). But

7? = Ly = <BO>Z #* <Bl>Z =L (2.21)
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)

incoming
[re encrypt '—»[ compare i—{abort]
decrypt @

Shared secret i reject

Figure 2.3: Exemplary depiction of the decapsulation routine of an FO-transform as used in
Kyber (which is similar to the transform presented in [TU16]). An incoming ciphertext is stored,
decrypted, encrypted again, and the result is compared against the stored ciphertext. If the
submitted and re-computed ciphertext match, a shared secret (based on the message) is returned.
Figure first presented in [Her23a|

as the system of equation
2 0
(0 1) (0 1) ~ (1 o) (2.22)

clearly has no solution over Z (as 27! ¢ Z); instead, only L; = Lo holds. The lattices Ly = Z
and L; are depicted in Figure 2.4, and a third lattice with basis vectors arising from a rotation
and scaling of Z? is shown in Figure 2.5a.

The determinant of a lattice £ with basis B = {bg, b1,...,bx_1} is defined as

det(£) = vBBT = (2.23)
The determinant is the volume of a fundamental mesh of the lattice which is defined as
k—1
Fc—{Eaibi|aieR,0<ai<1} (2.24)
i=0

and can be thought of the “base” mesh spanned by the basis vectors — x ~ y < x — y € L, which
defines an equivalence relation on R™ with the fundamental mesh forming a representation system.
The fundamental mesh is exemplarily depicted in Figure 2.5b. The successive minima A; (L) for
i€ {l,...,n}, first defined by Minkowski to prove that every compact subset of the R™ of volume
greater or equal 2™ contains a lattice point, are the smallest radii such that ¢ linearly independent
lattice vectors of norm A; exist. Clearly, the relation

M (L) = %)1323(”/) (2.25)

holds. A;(£) may be approximated using the Gaussian heuristic
I(1+2)n \
M(L) v ——=2"—det(\)™ 2.26
1(0) > = e (2.26)

where I' is the I'-function, relating determinant, dimension, and shortest vector length.
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(a) Lo, equal to Z>. (b) L1, not equal to Z2.

Figure 2.4: Two lattices generated by a basis of the same length which are not equal. Basis of By
and B, are depicted as vectors.

NP-Hard Lattice Problems

Several NP-hard (for randomized reduction) problems in relation to lattices are known; we here
focus on the shortest and closest vector problem following [MGO02]. The classical NP-hardness
of the Closest Vector Problem (CVP) problem and of the Shortest Vector Problem (SVP) in
infinity norm has been shown in [Emd81]. Ajtai [Ajt96, Ajt98] showed NP-hardness in Euclidean
norm for randomized reductions, and both problems are conjectured to be quantum-hard.

The SVP is defined as follows: Given a lattice £ < R", find v € £ such that

[[o]| = A (£) = min(|[']]) (2.27)

where || - || denotes the Euclidean norm. A more general problem is the CVP: Given a lattice
L < R", a vector x € R", find 0 # v € L such that

|lv — =[] = min(|[v" — =]). (2.28)
v'el

The problems are related, and the SVP may be reduced to the CVP [GMSS99]. These problems
also occur in their Gap, variants where an algorithm is asked to output if the shortest /closest
lattice vector is within distance smaller than v > 1. The unique Shortest Vector Problem (USVP)
with parameter v > asks to find a shortest non-zero vector if Ao(L) = vA1(L); clearly, for v = 1
this directly gives the SVP.

Another closely related problem is the Bounded Distance Decoding (BDD) problem with
parameter v: Given a lattice £ < R", a vector z € R™ with the closest vector v € £ having
distance smaller than %S), find v. The BDD may be reduced to the SVP using Kannan’s
embedding [Kan87]: Let B be a basis of £, then we define the lattice L4, with dimension
dim(£) + 1 as generated by the basis

(stp 0) (2.20)

X c
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Figure 2.5: The lattice generated by {(1.5,—1), (1,0.5)}, which is also two-dimensional but neither
equal to Lo nor Lq and its fundamental mesh.

for some ¢ € R (which may be set to an optimal value or, as often done in practice in the LWE
setting, to 1). Finding a shortest vector 0 # vgyp, € Lgyp gives a vector

V = Vgp — X (2.30)

which directly gives an element of £ that is a closest vector to x.

Lattice Reduction

Lattice reduction algorithms aim to find a reduced basis given any basis B of a lattice £. Several
notions of reduced exist; they depend on the algorithm and define properties to control the size of
the resulting basis vectors. Thereby, in particular, (Gap-)SVP may be solved if the reduction is of
sufficiently high quality. A commonly used algorithm was proposed by Lenstra Jr., Lenstra, and
Lovasz [LLL82] — the Lenstra, Lenstra, and Lovasz (LLL) algorithm. This led to numerous other
lattice reduction algorithms, for example [Sch87, SE94, SH95, GN08a, HPS11, MW16], improving
upon LLL. The current state of the art in practical attacks are Blockwise Korkine-Zolotarev
(BKZ) variants, such as [CN11]|, derived from the original BKZ algorithm [SE94]. BKZ and its
derivates feature a block-size, commonly denoted 3. The block size determines the dimension of a
sub-lattice in which an exhaustive search (often leaving out some nodes) is performed. Therefore,
the block-size is a trade-off between runtime and quality of the reduced basis: A block size
of 2 is similar to LLL whereas a block-size of dim(L) is similar to an exhaustive search. The
runtime of LLL on a lattice L with basis B and largest basis vector byay is O(k°nlogs||bmax]|)
(see, e.g., [NS09, Fig. 1]), i.e., in polynomial time, whereas BKZ was experimentally observed
to run in exponential time in practice [GN0O8b]. To solve a USVP instance on a lattice £ with
A1(L) = v, the required /5 can be estimated using the formula given by [ADPS16b, AGVW17]:

||v|| B/dlm(ﬂ) < 6257dim(£)71 det(ﬁ)l/dim(ﬁ) (231)
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where d3 is the smallest integer satisfying
VB < 8P TEmE T get( L)Y dim(e), (2.32)

In this thesis, we think of BKZ as a black box with the aforementioned properties and use the
implementation of [CN11] given in FPLLL [Fplll].

2.2.2 Learning with Errors Problems

The Learning with Errors (LWE) problem, introduced by Regev in [Reg05], serves as a basis for
several cryptographic schemes. It may be reduced to (a variant of) Gap-CVP and the Shortest
Independent Vector Problem (SIVP) [Reg05, Pei09a, BLP+13| (under certain conditions we omit
here) and allows for the construction of cryptographic schemes. We give a short overview and
refer to [MRO09] for a more thorough treatment of the subject. In addition, we refer to [Regl0] for
a concise and less technical overview.

Learning with Errors

The LWE problem is commonly (for example in [Regl0, LP11]) defined as follows: For the
modulus ¢, the error distribution x over Z, and a secret vector s € Z let As, be the distribution
on Z"™ x 7 that outputs a tuple

(a,as' + emodq) € Z" x Z (2.33)

where e < y and a is uniformly random. The LWE problem asks to find s given access to samples
of Ag . For a fixed amount of samples, the problem can be thought of as solving a distorted
system of equations

AST +E=Bez™" (2.34)

where A € Z™*™ is made up of the samples a, S € Z™*™ are multiple secrets (in the language of
the definition), and E € Z™ are the errors. In cryptographic practice, S is often sampled from x
as well, y is commonly chosen as discrete Gaussian or binomial distribution with small support,
and n = m (see, e.g., [LP11, LPR13, BCD+16, ADPS16b, BDK+18]). Note that several small
variations and generalizations exist.

A closely related problem is the Decision Learning with Errors (D-LWE) problem which asks
to differentiate between an LWE sample and a uniformly randomly sampled vector. D-LWE
may be reduced to LWE as shown by Peikert in [Reg09]; we shortly repeat the basic argument
and refer to [Reg09] for details. Given access to an algorithm that allows differentiating between
a uniformly sampled vector and a LWE sample, the secret s may be found as follows: For (a,b)
and a guess g € Z/qZ, the first component of s may be found by deciding whether

(a+(1,0,...,0),b+lg) (2.35)

is a LWE sample (for uniformly random [ € Z/qZ). For | € Z/qZ, we have that for g = so,
the distribution of Equation (2.35) follows As , and is otherwise uniformly random. Therefore,
coefficients of s may be found by iterating through all possible values (for a single coefficient at a
time) and creating sufficiently many samples to differentiate between a LWE sample and uniform
randomness.
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Ring Learning with Errors

The Ring Learning with Errors (RLWE) problem, first introduced in [LPR13], is a variant of
the LWE problem. Instead of working with vectors, RLWE utilizes polynomials over a ring
R = F,4[z]/(f) for some polynomial f. We may think of polynomials in R as vectors of length
n = deg(f) with a multiplicative structure. The RLWE problem is then posed as finding s given
outputs of Aiwe sy, Where s € R, x is a distribution over Z, and Ayiwe,s, outputs samples

(a,as +e)e Rx R (2.36)

for coefficient-wise uniformly samples a and coefficient-wise y-sample e.
A single RLWE equation, i.e., an equation of the form

as+e=beR (2.37)

with known a, b and secret s, e can be seen as n LWE samples. This is because multiplication
with a may be written as matrix multiplication with an n x n matrix over F,; and two polynomials
are equal if and only if all their coefficients are equal. In contrast to an LWE sample according
to the LWE problem, these samples follow a structure determined by f. This structure allows for
particularly efficient schemes. The potential security implications have previously been discussed
(see, e.g., [Ber2l, NistSt21]), but currently no attacks which may be carried out in practice
against candidates in the standardization contest are known. Potential security risks concerning
NTTs (the existence of an NTT is a consequence of the structure RLWE introduces) have been
discussed in [BBPS19, DGKS20].

Module Learning with Errors

The Module Learning with Errors (MLWE) problem, introduced in [BGV14, LS15], is a variant
of the LWE problem and a generalization of the RLWE problem. Using the definitions from
the previous section on RLWE and introducing a parameter k, the problem is defined as finding
s given outputs of Anyiwes .y, Where s € R*, X is a distribution over Z, and Amiwes, Outputs
samples

(a,as + e) € R* x R* (2.38)

for coefficient-wise uniformly samples a and coefficient-wise y-sample e.

For k = 1 we directly obtain the RLWE problem; for £ > 1, n = 1 and monic f, we obtain the
standard LWE problem. For £ > 1 and n > 1, we may see MLWE as a generalization offering a
trade-off in terms of introduced structure between LWE and RLWE. Therefore, the discussions
about security implications referenced in the previous sections apply as well.

2.2.3 Learning with Errors Schemes

The different variants of the LWE problem may be used to construct cryptographic schemes. Sev-
eral of the schemes were considered in the NIST contest on post-quantum cryptography [NistR1].
In this section, we give a short overview over the final candidate for key exchanges, the KEM
Kyber [BDK+18, ABD+21b], as well as an RLWE scheme introduced in [LPR13| and the
LWE scheme of [LP11]. For a more comprehensive overview on Kyber, we refer to the official
specification [ABD+21b]. In the context of the NIST contest, the status reports [NistR1, NistR2,
NistR3| provide an overview over all considered schemes. In addition, the German Bundesamt
fiir Sicherheit in der Informationstechnik (BST) provides an overview and evaluations in [BsiPqc].
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Number Theoretic Transform

Common techniques used in the context of lattice-based cryptography for fast multiplication of
polynomials include Karatsuba’s algorithm [KO62, WP06], the Toom-Cook algorithm [Too63,
CAG69], and the number theoretic transform [Pol71, AB75, Nus81, Win96, BJL08, GG13]. Several
schemes based on the RLWE or MLWE problem make use of an Number Theoretic Transform
(NTT), e.g., [ADPS16b, DKL+18, BDK-+18]|, and the usage of an NTT has been proposed
[CHK+21, ACC+21] for schemes using constructions which do not directly allow for the usage
of an NTT, e.g., for NTRU [HPS98|, NTRUPrime [BCLV17|, and Saber [DKRV18|. The
NTT may be seen as the algebraic equivalent to a Fast-Fourier Transformation (FFT) and
allows for fast multiplication of polynomials. For a ring R = F,[z]/(f) with f factoring into
f =11, fi, it provides an efficient way to compute the Chinese Remainder Theorem (CRT), i.e.,
the isomorphism

R — [ [F[]/(f), (2.39)
and its inverse; the latter is called inverse NTT or INTT.
Efficient computation. For R = F,[z]/(z™ + 1) where ¢ is (a power of) a prime, an NTT

mapping to Fy exists if and only if F; contains a primitive 2n-th root of unity ¢ as, in this
case, " + 1 factors into n polynomials of the form f; = z — (. The NTT of a polynomial

a=>"az'€F,[r] may then be computed as & = (g, a1, ..., dn_1) € F? with
. n_l ..
a;=a((’) = ). a;¢V (2.40)
=0

and the inverse NTT as
1 n—1

R el
a = — Z a;¢”Y. (2.41)
7=0
These equations may be computed in O(nlog(n)) using Cooley-Tukey [CT65] or Gentleman-
Sande [GS66] butterfly operations. Cooley-Tukey [CT65] employ the following divide and conquer
strategy: The computation of a;, ¢ < n/2 may be split up in sums of even, respective odd, terms,

i.e.

no1  (n=l)2 . (n=1)/2 4
a; = Z ajC” = Z a2kc2”€ + CZ Z a2k+1C21k (2'42)
§=0 k=0 k=0
and an easy computation shows
n—1 ‘ ‘ (n—1)/2 ‘ ‘ (n—1)/2 A
Uitnj2 = Z a ¢RI — Z agk(** — ¢ Z agi 1G>, (2.43)
j=0 k=0 k=0
The terms
(n—1)/2 '
Seven = . k(> (2.44)
k=0
and
(n—1)/2 _
Sodd = Z azk+1¢%"* (2.45)
k=0
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Figure 2.6: A butterfly operation as used in an NTT following Cooley-Tukey [CT65] computing
c=a+wband d=a— wb.

aio a20 + aop
ail az1 %< ai
a2 a2 + az
a3 a23 w>21-< as
a4 a2y + ay
ais azs w>22-< as
a16 a26 + ag
aiy az7 w>23-< ar

Figure 2.7: Computational graph of an inverse NTT with intermediate values in Cooley-Tukey
decimation. Note that w; does not denote (.

occur in both computations and are itself NTTs with input length n/2. We have
i = Seven + C"Sodd (2.46)

and
&i+n/2 = Seven — CiSodd- (247)

Splitting up the smaller NTTs log,(n) times leads to the computation of n - log,(n) additions
and subtractions. This may be thought of as performing n/2 butterflies (Equation (2.46) and
Equation (2.47)) with twiddle factors w = (* in logy(n) layers. We will denote primitive roots
of unity by ¢ and roots of unity which are not necessarily primitive by w. Note that w; is not
necessarily denoting ¢?, often the indices merely express belonging to a block in the NTT. As a
computational graph, this may be depicted as in Figure 2.7; a butterfly is shown in Figure 2.6.
The computation of the inverse NTT is performed in a similar manner.

As a linear function. The NTT and the inverse NTT are an isomorphism,

R— [ [F.Jal/(f), (2.48)

of vector spaces over Fy. Thus, as a linear function, they may be expressed as matrices N and
N~ over F,. The matrix N can be obtained by computing the number theoretic transform on
the basis vectors of R. As the number theoretic transform consists of substitution of 2n-th roots
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of unity ¢? for the indeterminate x, we obtain a matrix of the form

1 1 e 1 1
1 C 42 L Cn—Q Cn—l
1 <2 C4 o _<n72 _<n72
N = 1 4-3 <-6 o Cnfﬁ Cn73 A (249)
i Cn—l Cn—2 o C(71,—1)(n—2) C(n—l)2

We will often interpret N and N—! as matrices over F, which when applied to a vector give the
not-reduced NTT- (or normal-) domain representation.

Smaller groups of roots of unity. For a smaller group of unities over R, the number of layers
is reduced and the degree of the f; is greater or equal than 0. In terms of a splitting up into
butterflies and layers, this means the number of layers is reduced. This is the case in Kyber and
described at the end of the next section. For a smaller group of unities, the NTT matrix IN has
different entries and is of smaller dimension. It may be obtained in the same way by inserting
basis vectors into the NTT.

Error Correction

To function correctly, LWE-based schemes require an error correction. This is because both
parties only agree on a noisy version of a shared secret or message. For a not only approximate
but exact version, an error correction or a reconciliation mechanism is required.

For example, in Kyber or NewHope, during encryption, a message (in bits) is mapped to a
vector (or vector of polynomials) over a finite field F, or ring Z/IZ for prime-power ¢q or [ € N.
During decryption, the other party obtains a noisy version of the vector and has to coeflicient-wise
recover the original message from these noisy coefficients. This is called error correction or
decoding depending on the scheme. In Kyber, the compression routine is used to describe the
error correction step as well. Depending on the context, we will use both decoding and error
correction to describe this method; note that in Kyber Decode denotes a different function, but
the error correction is still sometimes called decoding. In this work we mainly reiterate the
error correction of Kyber in Section 2.2.3. In addition, we give a short overview over existing
reconciliation methods based on the summary of [ADPS16a].

Encryption-based approaches. Using the terminology of [ADPS16a|, encryption-based
approaches encode a secret message m into the high bits of a vector or a polynomial. The message
is then recovered by ignoring low-bits of the noisy message. In case of a low enough noise, which
does not affect the high bits, the message can be recovered without error. This approach has
been mentioned in the presentations of [Pei09b] and [Gab10], described in [LP11] and [LPR12,
LPR13], used in a NewHope variant presented in [ADPS16a], and is also used in Kyber. For the
case of Kyber, a description in more detail is given in Section 2.2.3.

Reconciliation-based approaches. The approach called reconciliation-based by [ADPS16a]
works similar to fuzzy extractors [DORS08] (see also [BGS+08, HKM+12]). Instead of encoding
the information into the high-bits of a message, Ding [Din12|*, proposes sending an addition
reconciliation vector. This vector allows for recovery of a shared secret and can reduce bandwidth

'n later versions: Ding and Lin [Jin12a] and Ding, Lin, and Lin [Jin12b]
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requirements (for an analysis see, e.g., [Peil4, Section 3]). In its original version, this approach
led to a biased secret; this was noted and fixed in [Peil4, Section 3]. Ding, Xie, and Lin [Jin12b]
proposed a similar technique to avoid this bias as well. The approach is also used in NewHope
as presented in [ADPS16b]. A version of NewHope without reconciliation was presented in
[ADPS16a].

The LP Encryption Scheme

The public key encryption scheme of Lindner and Peikert [LP11] improves upon previous LWE
encryption schemes [PVWO08, GPV08]| derived from the scheme of [Reg05]. We state a simplified
variant with the notation chosen similar to those used in later schemes such as Kyber. Note that
the defined PKE per se does not fulfill the IND-CCA property; later schemes based upon [LP11]
commonly use a variant of the FO-transform to define an IND-CCA2 secure KEM.

The scheme is parameterized by the triple (n, ¢, o), where n is the dimension?, ¢ is the
modulus, and ¢ is the standard deviation of the error distribution D,. The key pair is given by
(B,S) e Fy "™ x Fy*™ where B = SAT + E with A being uniformly random and either a public
parameter or part of the public key. The scheme additionally requires an encoding and a decoding
function which maps bits to coefficients of a vector over F, and vice-versa. Gaussian noise is
obtained from the error distribution D, ; for vectors this is done coefficient-wise. Applying first
encoding and then decoding is the identity; and, additionally, encoding a bit, adding a small
additive noise term, and decoding it has to result in the original bit. The key generation is given
in Algorithm 1, the encryption of a message m in Algorithm 2, and the decryption in Algorithm 3.

Algorithm 1 Key generation as defined in the scheme of [LP11] in a notation similar
to [ABD+21b].
Require: Uniformly sampled a € R
Ensure: Secret key sk, public key pk
1 E,SeFy " « D,
22 T — E—-AS
3: return (pk = T, sk = S)

Algorithm 2 Encryption as defined in the scheme of [LP11] in a notation similar to [ABD-+21b].
Require: Public key T = pk, Message m as bit string

Ensure: ct = (c1,¢3)

r,ej,es — D,

m «— Encode(m)

u—rAT +e

ve—rT +e+m

return ct = (u,v)

The LPR Encryption Scheme

In [LPR13], Lyubashevsky, Peikert, and Regev introduce the RLWE problem and note how
a PKE may be defined based on it. The scheme is, again, not IND-CCA secure (but only
IND-CPA) and later schemes (e.g., [ADPS16b]) building upon the work of [LPR13] often use

2Note that the scheme as described in [LP11] defines 3 instead of a single dimension.
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Algorithm 3 Decryption as defined in the scheme of [LP11] in a notation similar to [ABD-+21b].
Require: Secret key ry = sk, ciphertext ct = (u,v)
Ensure: Message m’

Lm «—us' +v

2: m’ < Decode(m’)

3: return m’

an FO-transform. First works on the security of RLWE-based schemes proposed attacks on a
scheme designed in this way, which is why we reiterate it here. Among those attacks is the work
of Primas, Pessl, and Mangard [PPM17], which is summarized in Section 3.1.2.

The scheme is parameterized by the triple (n, ¢, o) with n being the dimension, ¢ the
prime modulus, and ¢ the standard deviation of the error distribution D,. It works over
R =TF,[x]/(«™ + 1), and the key pair is given by a s € R and (a,b) € R x R withb=as+e€ R.
An encoding function, Encode, maps a bit string to polynomial coefficients, and a decoding
function, Decode, maps coefficients back to bit; the concatenation of encoding and decoding is
the identity, and a sufficiently small additive noise term on previously encoded coefficients must
not affect the results of decoding®. Gaussian noise is obtained from the error distribution Dy,
coefficient-wise for polynomials. The key generation is given in Algorithm 4, the encryption of a
message m in Algorithm 5, and the decryption in Algorithm 6.

For appropriately chosen parameters, the scheme allows for the usage of an NTT which enables
fast multiplication. To multiply two polynomials, they are mapped to the NTT-domain, pointwise
multiplication is performed, and the result is mapped back to the normal domain. Therefore, if
using an NTT, Algorithm 6 features, an inverse NTT call on the term ¢i7 (and ry is the secret

key).

Algorithm 4 Key generation as defined in the scheme of [LPR13] in a notation similar
to [ABD+-21b].
Require: Uniformly sampled a € R
Ensure: Secret key sk, public key pk
1: e,se R~ D,
2t < e—as
3: return (pk = t,sk = s)

Algorithm 5 Encryption as defined in the scheme of [LPR13] in a notation similar to [ABD-+21b].

Require: Public key p = pk, Message m as bit string
Ensure: ct = (c¢1,¢2)

r,e1,eg — Dy

m — Encode(m)

U< ar + e

V—1ir+e+m

return ct = (u,v)

3Note that the terminology in other schemes is the other way around: Encode maps from polynomial to bit string
and Decode from bits to polynomial.
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Algorithm 6 Decryption as defined in the scheme of [LPR13] in a notation similar to [ABD+21b].
Require: Secret key ro = sk, ciphertext ct = (u,v)
Ensure: Message m’

1:m —us+v

2: m’ «— Decode(m’)

3: return m'’

Crystals-Kyber

Kyber [BDK+18, ABD+21b] is a finalist in the NIST contest [NistCfp| and was selected for
standardization after the third round [NistR3]. It was first introduced in [BDK+18|, and its
current version is specified in [ABD+21b]*.

Kyber works over the ring R = F,[x]/(z™ + 1) where ¢ = 3329 and n = 256; the parameters
ke {2,3,4}, m €{2,3}, dy, € {10,11}, and d,, € {4,5} depend on the security level, 7, is set to 2.
The parameters per security level are stated in Table 2.1. As an MLWE scheme, the key pair is
given by s € RF and (A, b) € R¥** x R¥ where b=sAT +e.

Security Level n k q m Mo dy  dy
Kyber512 256 2 3329 3 2 10 4
Kyber768 256 3 3329 2 2 10 4
Kyber1024 256 4 3329 2 2 11 5

Table 2.1: Kyber parameters as stated in [ABD-+21b].

Kyber uses an FO-transform to define an IND-CCA2 secure KEM from an IND-CPA secure
PKE. The key generation of KyberPKE is given in Algorithm 7, the encryption of a message
m in Algorithm 8, and the decryption in Algorithm 9. The method Sample, ;to,m Samples
deterministically (depending on p) samples from a uniform distribution over F,. The method
Sampley;,,m samples deterministically (depending on o) from a binomial distribution centered
around 0. Note that in our high-level description of the algorithm, the sampling methods have an
internal state reset after exiting the parent method; a counter and an extendable output function
or a pseudo-random function are used. Sampling of polynomials or vectors of polynomials is
understood to be component- and coefficient-wise. The compression and encoding functions are
explained in the following paragraphs.

The KyberKEM, also called Kyber, algorithms are given in Algorithm 10, Algorithm 11,
Algorithm 12. The functions H and G are (distinct) hash functions, and KDF is a Key Derivation
Function (KDF) (realized as SHA-256 in all current variants).

Compression. The compression and decompression with compression parameter d map a
coefficient in F,; to a d-bit integer. Applied component- and coefficient-wise to vectors of
polynomials, the size of the ciphertext is reduced. Moreover, compression and decompression
add noise and thereby provide additional security [ABD-+21b, Section 4.4]. In the case of attacks
utilizing decryption failure leakage (see Section 3.2 and Chapter 5) decreases the information that
may be obtained as described in [BDH+21b| and reiterated in Section 3.2.

The compression and decompression functions are defined as

2d
Compress(z,d) = ’VZCJ mod 2¢ (2.50)
q

4The official website may be found under https://pq-crystals.org/kyber/.
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Algorithm 7 Key generation of KyberPKE as specified in [ABD+21b].
Ensure: Secret key sk, public key pk

o d— U

(p,0) — G(d)

A e RFxk — Sampleuniform<p>
se RF — Samplebinomialﬂn (U)

ec Rk < Samplebinomial U)
8,6 — NTT(s), NTT(e)
tsT —A+e

return (pk = Encode;s(t||p), sk = Encodeis(8))

312 (

Algorithm 8 Encryption of KyberPKE as specified in [ABD+21b)].

Require: Public key pk, Message m € {0, 1}32, Seed r € {0, 1}32
Ensure: ct = (c¢1,¢2)

t, p — Decodeys(pk)

A € Rka - Sampleuniform (p)

r < Sampley,;, o, ,, (7)

€1 «— Samplebinom,ng (T)

€ — Samplebinom,?p (T)

f — NTT(r)

u— NTT L (FA) + ¢

v« NTT ' (#t7) + ey + Decompress(Decode; (m), 1)
c1 < Encodeg, (Compress, (u, dy))

ca < Encodegy, (Compress, (v, d,))

return ct = (c1, c2)

_ =
= O

and

Decompress(z, d) = [m%J . (2.51)

Compression maps to the index of the closest multiple of 54, i.e., to [ € {0,...,2% — 1} where

l is the integer such that z is closest to 54 for all ' with I € {0,...,2¢ — 1}. Decompression
maps, and integer [ (back) to [55. Visually, we may imagine the field I, as discrete points on a
circle with circumference ¢ on which 2¢ evenly spaced compression points are selected starting
at 0. Compression then maps any value to the index of the closest compression point, and

decompression maps back to a compression point. This visualization is depicted in Figure 2.8.

Algorithm 9 Decryption of KyberPKE as specified in [ABD+21b].

Require: Secret key sk, ciphertext ct = (¢, ca)
Ensure: Message m’

u < Decompress(Decodeg, (¢1), dy,)
v <« Decompress(Decodey, (c2), d,
§ < Decode;2(sk)
n’ < Encode; (Compress(v — NTT ' (§ NTT(u)"), 1))
return n’
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Algorithm 10 Key generation of Kyber as specified in [ABD+21b].
Ensure: Secret key sk, public key pk

1: z € {0, 1}32 «— Sample,irorm )

2: (pk, skpke) < KeyGenpke()

3: return (pk, sk = (skpke, Pk, H(pk), 2))

Algorithm 11 Encapsulation of Kyber as specified in [ABD-+21b].
Require: Public key pk,

Ensure: ct = (¢, ¢2), shared secret K

e {Ov 1}32 - H(Sampleuniform())

(K, r) < G(m||H(pk))

ct < Encrypt(pk,m,r)

K « KDF(K||H(ct))

return (ct, K)

Encoding. The function Decode; maps 321 byte arrays to (vectors of) polynomials and the
function Encoding; is its inverse. Encoding of vectors of polynomials is done per component of
the vector and concatenation. Decoding is defined to interpret the byte array as concatenated
[-bit integers where each integer represents a polynomial coefficient. Polynomial coefficients in
Kyber are elements of {0,...,q — 1} and may be represented by I-bit integers with I = [log,(q)] =
[log,(3329)] = 12. The encode function with [ = 1 represents interpreting an element in {0, 1} as
bit.

Error correction. During the encryption the message is decoded to a polynomial as described
in the previous paragraph. The other party, during the decryption, retrieves a noisy version of
this polynomial with an additional, additive noise term on every coefficient. The noise term is
given by

er’ —s(e; + Au) +ey + Av (2.52)

where the A-terms arise from compression; the polynomial is coefficient-wise small with very
high probability. Recovering the original bit from the noisy message is often called decoding,
but this terminology is not used in Kyber. In Kyber, the error correction is described by using
the compression function with compression parameter 1. Compression with parameter 1 maps a

value z in IF to either 0 or 1 depending on whether z is closer to 0 or to [%J The noise removal

Algorithm 12 Decapsulation of Kyber as specified in [ABD+21b)].

Require: Secret key sk = (skpke, pk, H(pk), 2), ciphertext ct
Ensure: Shared secret K
m’ < Decrypt(skpke, ct)
(R, ') « G || H(pk))
ct’ « Encrypt(pk,m’, )
if ct = ct’ then
return K «— KDF(K||H(ct))
else
return K — KDF(z||H(ct))
end if
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2

Figure 2.8: Compression visualized with d = 2 and ¢ = 23. Points are mapped to the index of the

closest compression point. The compression points are at 0, %, %, and %.

0

S
P

q

2

Figure 2.9: Removing noise realized as compression with d = 1. The upper half of the circle is
closer to 0 and mapped to a 0-bit; the lower half is closer to 2 and therefore mapped to a 1-bit.

is depicted in Figure 2.9.

Number Theoretic Transform. The ring R = F,[x]/(z™ + 1) with ¢ = 3329 and n = 256, as
used in Kyber, does not contain a 512-root of unity, which is equivalent to not containing the nth
root of —1. Instead, the root of unity used in Kyber is a 256" root-of-unity, i.e., a 128-th root of
—1, namely ¢ = 17. Therefore, R is not isomorphic to a product of dimension-0 rings, and we

only have
128

R =F,[z]/(z" +1) = HIFq[x]/(x2 —a;) (2.53)

for some factors a;. In other words: R splits into Fq% instead of Fy. The computational graph of
the NTT therefore consists of log,(n) — 1 = 7 instead of 8 layers — the last layer is left out. The
inverse NTT consists of 7 layers as well and the first layer does not exist. Multiplication in NTT

domain is not pointwise (degree 0 multiplication) but the multiplication of polynomials of degree
1.

Attacks

Common attacks used for security estimates in schemes such as Kyber, FrodoKEM, Saber,
or NewHope are the primal and the dual attack (see specifications [ABD+21b, ABD+21a,
BMJ+21, AAB+19] as well as [ACD+18]). These attacks allow to obtain a SVP from the given
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LWE instance. The lattice problem may then be solved using lattice reduction, for example,
by employing BKZ 2.0 [CN11] (see Section 2.2.1). Note that these attacks depend on many
properties of the concretely posed scheme such as the modulus ¢, the number of samples m, the
quality of the basis reduction, the error distributions, etc.; for detailed analysis and proofs, we
refer to [Reg09], [Peild], and [Peil6] as well as the security analysis of, e.g., NewHope [ADPSI6b]
and Kyber [BDK+18| and the algorithm specifications which include security analyses (see,
e.g., [ABD+21b]).

The primal attack. A LWE instance occurring in LWE-based schemes is typically given by
a matrix A € Zg"*", vectors b,e € Z',s € Zy where sAT + e = b. The vectors s and e are
unknown to the attacker and are to be found. To achieve this, the LWE (which gives a BDD
instance) can be embedded into a CVP instance: The secret vector (e,s) can be found by looking
for an element of the lattice generated by the rows of

_f(qln, O
oo (% 0) 230

close to the target vector (b,0). To solve the CVP instance, the attacker may use Kannan’s
embedding [Kan87| to obtain a USVP instance given by the matrix

ql,, 0 O
Bep = AT I, 0 (2.55)
b 0 ¢

where ¢ is commonly chosen to be 1. An optimal choice for ¢ is to set it to the standard deviation
of the secret distribution (see, e.g., [DDGR20]). The secrets (e, s) may be recovered by finding
a short vector in lattice generated by the rows of Bg,,. A detailed introduction to the primal
attack and other attacks on LWE may be found in [APS15].

The dual attack. The dual attack, see [MR09, RS10, LP11], works by finding a short vector
in the dual lattice (to the lattice £ generated by A) which is given by

LT ={(v,w)eZ"xZ" | ATv! =w mod q}. (2.56)
For a small vector (v,w) in £, we have that for
2(x) =xv' (2.57)

z(b) is equal equivalent to

T

2(b)=sA'v +evl =wv' +ev’ modg (2.58)

modulo ¢ and is therefore small. For uniformly random vectors x, z(x) is uniformly random.
Using z, we may therefore differentiate between an LWE sample and a uniformly random vector,
i.e., solve the D-LWE and in turn, depending on the concrete situation, the posed LWE problem.

Security estimates. The runtime of BKZ depends mostly on the block-size 5. The required
BKZ-3 can be estimated using the formula given in [ADPS16b, AGVW17] (refined in [DDGR20]):
Denoting the lattice generated by the rows of By, by £ and the root Hermite factor by dg, the
BKZ-3 needed to solve the USVP instance can be estimated as the smallest 5 € N satisfying

HSH 6/ dlm(A) < 5;57dim(/\)*1 VO](A)l/dlm(A) (259)
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The volume in the case of Equation (2.55) is given by ¢"~" and the root Hermite factor may be
estimated using the following equation (see [CN11])

1 B

2me

3p = ((mB)% =—)72. (2.60)

Note that there is no clear consensus on the most fitting model of estimating the security of LWE
schemes. In [ADPS16b], it was proposed to use the Core-SVP hardness which is the computational
effort of a single SVP-oracle call as arising during BKZ. It is noted in [ABD+21b, Section 5.2]
that while this leads to conservative estimates, it does, for example, not take lattice sieving into
account, which has seen considerable improvements since the introduction of Core-SVP [BDGL16,
MLB17, Ducl8, ADH+19]. As the details on the exact classical hardness of lattice-based schemes
is of lesser relevance to our attacks, we do not expand on this topic. We do require the estimate
of BKZ-§ for our attacks and treat BKZ as a black box fulfilling Equation (2.59).

2.3 Implementation Attacks

Implementation attacks target an implementation or device instead of (purely) the mathematical
description or model of an algorithm. The publications of Kocher [Koc96] on timing and Kocher,
Jaffe, and Jun [KJJ99] on differential power analysis showed that implementations attacks can be a
threat to devices running cryptographic algorithms. In this section, we give a brief introduction to
side-channel analysis and fault attacks and the models we evaluate our work in. Our work does not
focus on the practical, physical aspects of SCA but on the properties of lattice-based cryptography
which allow for implementation attacks, and on strategies to exploit them. Therefore, we limit
ourselves to giving a brief overview of simple and differential power analysis, template attacks
including the appropriate model for evaluation, Soft Analytical Side-Channel Attack (SASCA),
recent developments in regard to neural networks and deep learning, and the results of carrying
out fault attacks. For a comprehensive introduction, we refer to [MOPO7] for side-channel analysis
and to [JT12] for fault attacks.

2.3.1 Side-Channel Analysis

Side Channel Attack (SCA) makes use of information leaked during the execution of a cryp-
tographic algorithm. Common types of leakage are for example timing, power consumption,
or electromagnetic radiation. Recording such leakage may result in information that allows an
adversary to obtain secret values, for example, to recover the secret key. Figure 2.10 shows an
exemplary setup for recording power traces, i.e., measurements of power consumption, using a
ChipWhisperer [OC14], and Figure 2.11 shows and example of a power trace as obtained from
such a setup.

Timing Attacks

Timing attacks, published in [Koc96], make use of leakage in the time domain. If the execution
time of a cryptographic algorithm depends on secret values, an attacker may infer information.
These attacks are especially threatening as they may in some cases be executed remotely, i.e.,
without the device under attack being in control of the adversary. This has been shown, for
example, by Brumley and Boneh [BB05| in an attack against the OpenSSL library. For this
reason, cryptographic implementations should always be implemented such that their execution
time does not depend on (secret) values, i.e., without conditional branching. This property is
called being constant time. Related types of attacks are cache-timing and cache attacks, presented
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Figure 2.10: Recording power traces using a ChipWhisperer [OC14].

in [Ber05] and [OST06], respectively. There have been several attacks on lattice-based schemes
exploiting or being improved by leakage in time, for example [SW07, PPM17, DTVV19, GIN20].

Simple and Differential Power Analysis

Power analysis makes use of measurements of the power consumption of a device. Such attacks
were published by Kocher, Jaffe, and Jun [KJJ99] in 1999 and are still a highly relevant threat to
modern cryptography. It has been shown in [MD99] that power consumption correlates with the
Hamming weight of processed values. This also led to the more general Hamming distance model
and Correlation Power Analysis (CPA) [BCO04|. These types of attacks have been shown to
be relevant for lattice-based cryptography as well, see, e.g., [WZW13, PPM17, PP19, ACLZ20,
RRCB20, NDGJ21, RBRC22, XPR+22, UXT+22].

We here give an overview over Simple Power Analysis (SPA) and Differential Power Analysis
(DPA). Other closely related techniques, summarized under the term DPA by, e.g., [STH+23],
are Mutual Information Analysis (MIA) [GBTPO08], Linear Regression (LR) [SLP05]|, Collision
Attacks (CA) [SLFP04], and Template Attacks [CRR02]; the latter is summarized in the next
section. Note that the classification differs slightly, and, for example, template attacks are also
sometimes classified as SPA (e.g., in [MOPO7]).

Simple Power Analysis. SPA as described in [KJJ99] involves the inference of information
from a single power trace, i.e., a measurement of the power consumption while the targeted
algorithm is running on the device under attack. For example, a conditional branch depending
on the secret key may be visible in a measurement of power consumption while the operation is
carried out. This then leads to leaked information about the value the branching depends on.
In [MOPO7, Chapter 5], SPA is described as an attack in which the adversary “tries to derive the
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Figure 2.11: A power trace recorded using a ChipWhisperer [OC14].

key more or less directly from a single trace”. The authors note that SPA often requires precise
knowledge of the algorithm and the device under attack.

Differential Power Analysis. DPA as presented in [KJJ99| and [KJJR11] employs a divide-
and-conquer approach by testing for values of sub-keys. In contrast to SPA, DPA does not
require as detailed knowledge on the exact implementation of the algorithm and the internals
of the device under attack. The adversary first chooses a selection function depending on a
ciphertext and a sub-key mapping to {0, 1}. In the online phase, the adversary then first records
a larger amount of traces of the encryption and stores the corresponding ciphertexts®. In the
offline phase, the adversary then takes guesses for the sub-key. The recorded traces are grouped
by the selection function, and the average of traces corresponding to a zero bit and of traces
corresponding to a one bit are computed. If the sub-key guess is incorrect, the output of the
selection function will be distributed uniformly random, and therefore the power trace will be
uncorrelated with the averaged traces. For a correct guess, the output of the selection function
will be constant and therefore correlated with the averaged traces. Therefore, the difference of
the averaged traces (one corresponding to a zero bit and the other corresponding to a one bit)
will be close to constant zero for an incorrect guess and differ to a larger extent for a correct
guess (if a good selection function had been chosen).

In [MOPO7, Chapter 7], DPA attacks are described as attacks depending on a large number
of traces recorded of the device under attack (e.g., in contrast to template attacks which record
a large number of traces of a similar device). According to the authors, the advantage is the
reduction in required knowledge about the algorithm and device under attack.

Template Attacks

Template attacks, published by Chari, Rao, and Rohatgi [CRR02], are a type of so-called profiling
attacks. An adversary first records a large amount of traces of a device to create a template, i.e.,
a “profile” of a cryptographic algorithm running on a device in terms of power consumption per
targeted intermediate value. A trace which is recorded while secret data is processed can then be
matched against the template to obtain probability distributions of the intermediate values. An
introduction in more detail is given in [MOP07, Chapter 5.3].

5Note that depending on the attack the plaintext needs to be known and stored.
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Noisy Hamming weight model. Template attacks require a leakage model upon which the
model creation is based. A common model is the Noisy Hamming weight model (compare with
the results of [MD99, BCO04]). This model assumes that measurements of a variable with true
value a are of the form

HW(a) + N(0,0) (2.61)

where HW (a) is the Hamming weight of a and A(0,0) denotes the normal distribution with
mean 0 and standard deviation o.

Template building. To create the template, the adversary first records a large amount of
traces using a similar (or in evaluation labs often the same) device. These will be required to
create an accurate model of the computations running on the device. Then, points of interest
corresponding to targeted operations are selected. Every point of interest will later result in
a distribution for a processed value. Assuming the model, the adversary then computes the
distribution giving Hamming weights per power consumption.

Template matching. By recording a single trace (or more with subsequent averaging) and
matching the points of interest against the template, i.e., obtaining the distribution of Hamming
weight for the recorded values at the points of interest, the adversary may retrieve a probability
distribution for every value at every point of interest.

Model and simulation. Using the assumed model, e.g., the noisy Hamming weight model, a
template attack may be simulated. First, the true value a of an intermediate is obtained from
the simulation, and its Hamming weight is computed. Then, an error sampled from a normal
distribution with standard deviation o is added to the Hamming weight. This means we obtain

a=HW(a)+e (2.62)

for
e — N(0,0). (2.63)

We then simulate the obtained distribution from the template matching as a Gaussian distribution
around a, i.e., the probability distribution (on Hamming weights) we obtain for the intermediate
is

N(a, o). (2.64)

The recovery methods making use of these distributions for the intermediates usually require
values in the integers or in a finite field and not Hamming weights. This is because the key and
therefore intermediates have to be recovered as integers, and mapping to Hamming weights in
almost all cases loses a lot of information. If we, for example, record intermediate values during
an (inverse) NTT in Kyber in a masked setting (see Section 2.3.3), values from a range of length
(at least, depending on the implementation) ¢ = 3329 are mapped to the set ranging from 0 to bit
length required to store ¢, i.e., to {0,1,...,[logs(q)]} = {0,1,...,12}. To obtain distributions on
integer values in a larger range instead of Hamming weights, the Gaussian distributions around a
will often be mapped to distributions on integers in a certain range.

Soft-Analytical Side-Channel Analysis

Data obtained in side-channel attacks, in particular from template attacks, often does not
immediately yield the secret key. Veyrat-Charvillon, Gérard, and Standaert [VGS14] propose a
coding-theoretic approach to side-channel attacks. In practice, this is realized by performing a
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template attack and then using the obtained probability information as priors for belief propagation.
Soft Analytical Side-Channel Attack (SASCA) aims to improve upon the noise tolerance and
complexity of other approaches such as Algebraic Side-Channel Attack (ASCA) [RS09] (see
also [RSV09] and [CFGR12]), which rely on building an algebraic model and then using e.g.,
a SAT solver to obtain the secret key (as well as on Tolerant Algebraic Side-Channel Attack
(TASCA) [OKPW10, ORSW12| which employs an optimizer instead of a solver). Comparisons
between ASCA, TASCA, and SASCA have been conducted in, e.g., [GS15] or [STH+23].

Our work in Chapter 4 is an instantiation of SASCA, and we additionally show that belief
propagation can be used more generally in implementation attacks. Belief propagation is
summarized in Section 2.4.

Neural Networks and Deep Learning

Recent advances in side-channel analysis in combination with neural networks were able to break
several implementations including some which were higher-order protected. Several works target
(protected) Advanced Encryption Standard (AES) [DR98, NistAes| implementations and show
how countermeasures may be defeated using neural networks and deep learning, e.g., [MZ13,
GHO15, MDM16, MPP16, CDP17, KPH+19, Tim19, PHJ+19, MS23|.

While many works (see above) target AES, lattice-based cryptography has recently seen
an increased focus: Ngo et al. [NDGJ21] target the message in the implementation of Saber
in [BDK+21b]. The works of Ngo et al. [NWDP22] shows how higher-order masked implemen-
tations of lattice-based schemes may be targeted using a neural network. A message recovery
attack on Kyber and Saber using deep learning has been proposed by Wang et al. [WND22|. The
work of Dubrova et al. [DNG22] improves upon previous work using a technique the authors call
recursive learning and targets Kyber.

Note that these techniques are being actively developed with very recent, conceptual improve-
ments; in particular regarding threat and leakage models: In 2023, Masure et al. [MCLS23| answer
the question of how to make use of knowledge on a masking schemes without relying on data
usually not available to an adversary in practical machine learning-based attacks; they propose the
scheme-aware threat model. A recent work, also from 2023, by Wu et al. [WAR+23], introduces
a deep learning technique that does not depend on leakage models such as the Hamming weight
or Hamming distance model, but that instead learns on independent bits.

The combination of belief propagation and neural networks has also already been proposed; some
examples include the following works: Nachmani, Be’ery, and Burshtein [NBB16] introduce a belief
propagation variant in which edges are weighted with weights that can be learned. Knobelreiter
et al. [KSS+20] propose using belief propagation as a (trainable) layer in a neural network. Kuck
et al. [KCT+20] propose belief propagation neural networks, which is a generalization of belief
propagation using neural networks. Satorras and Welling [SW21] combine belief propagation with
graph neural networks [SGT+09] and show that their method can improve upon the decoding of
Low-Density Parity Check (LDPC)-codes [Gal62] under certain conditions.

Side-Channel Analysis and Chosen-Ciphertexts

Several attacks on lattice-based cryptography have previously been enabled or improved by using
a chosen ciphertext. This includes attacks that cause decryption failures, e.g., [BGRR19, GJN20,
BDH-+21b, DHP+22] (see Section 3.2). Another example of side-channel analysis improved by a
chosen ciphertext is presented by Park and Han [PH16]; their work targets modular addition in
the RLWE scheme presented in [LPR13] aided by a ciphertext in which every coefficient is set
to one. Ravi et al. [RRCB20| use a chosen ciphertext and side-channel analysis to establish a
plaintext checking oracle in Kyber and several other lattice-based schemes. Ngo et al. [NDGJ21]
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use a chosen ciphertext to launch an attack on the message in Saber enabled by deep learning
techniques (c.f. Section 2.3.1). A side-channel attack that targets the message in several lattice
based schemes (including Kyber) and is assisted by a side-channel was presented by Ravi et al.
[RBRC22|. The work of Xu et al. [XPR+22] targets the secret key during the inverse NTT as
well as the message in Kyber (see Section 3.1.4). Xu et al. [XPOZ22| target NTRU variants with
a chosen ciphertext that enables side-channel analysis using Electro-Magnetic Radiation (EM)
leakage. Sim, Park, and Han [SPH22] target the Barret reduction in Kyber to recover the secret
key with six to eight traces. Ravi et al. [REB+22] state several attacks on variants of NTRU
that make use of plaintext-checking oracles, decryption-failure oracle, and full-decryption oracles.

2.3.2 Fault Attacks

A fault attack is an invasive type of attack that manipulates data or execution of a device during
its runtime. This includes, for example, voltage or clock glitching (see, e.g., [AK96, AK97]),
manipulating the execution of instructions, or the usage of a laser to manipulate bits of data stored
in memory [SA02, WWM11]. Another notable example is the Rowhammer attack [KDK+14],
which allows manipulating DRAM memory by using malicious memory access patterns. The
threat of fault attacks to cryptographic applications has been known for considerable time; among
the first published works in this area is the “Bellcore Attack* by Boneh, DeMillo, and Lipton
[BDL97] who present attacks in the context of attacks on cryptographic schemes including the
Rivest—-Shamir-Adleman (RSA) scheme [RSA78, RSA83| and Fiat-Shamir schemes [FFS87].

The physical properties and the exact manner of fault attacks are of lesser relevance to our
work. We treat the application of faults as a black box and describe the outcome an adversary
needs to be able to achieve to carry out our attack presented in Chapter 5. Therefore, we do not
give further details in this section and refer to [JT12] instead.

2.3.3 Countermeasures

Countermeasures against implementation attacks have already been proposed in the first papers
on timing attacks and differential power analysis by Kocher [Koc96] and Kocher, Jaffe, and
Jun [KJJ99], respectively. In general, countermeasures come in the form of hardware countermea-
sures and in form of software countermeasures. Important classes of software countermeasures
relevant to our work in this thesis are constant time implementations, hiding countermeasures,
and masking countermeasures.

Constant Time

To avoid dependency on secret data, cryptographic algorithms should be constant time as already
proposed in [Koc96]. That means no conditional branching depending on secret data should take
place. Note that it is often difficult to determine which parts of a cryptographic algorithm may
potentially leak secret data if not implemented in constant time. For example, Guo et al. [GIN20]
show that in a lattice-based setting an FO-transform, which is not implemented in constant time
may leak information about the secret key even though no secret data is being processed directly.
This is because a manipulated ciphertext may lead to the input to the FO-transform depending
on the secret key. Thereby, the data processed in the FO-transform does indirectly depend on
the secret key, and timing differences may leak information to an adversary.
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Hiding

Hiding countermeasures, already proposed in [KJJ99|, randomize the execution of an algorithm,
in time or amplitude dimension, to prevent an attacker from correlating a measurement with an
intermediate variable. If an adversary cannot map a measurement to an intermediate value because
they have been randomized, attacks are often mitigated to a certain extent. The countermeasures
and known adaptations relevant to our work are summarized in Section 3.1.7; for a broader
overview we refer to [MOPO7, Chapter 7].

Masking

Masking countermeasures, introduced in [GP99, CJRR99| (see also [Mes00, CG00, ISWO03]),
randomize the values processed by a cryptographic algorithm and thereby prevent an attacker
from correlating the measurement with the true value of an intermediate. Common masking
techniques include Boolean and arithmetic masking. This means a value to be randomized is
either xor’ed with, added to, or multiplied with a random mask, i.e., a random value. The
computation then takes place on the masked value which may be removed later by carrying out
the operation or a similar operation on the mask as well. For example, to additively mask a linear
function f with input x, one could choose n values my, ..., m,_1 and compute

flx+mog+mi+ -+ mu_q) (2.65)

as well as all
f(mq) (2.66)
for i € {0,...,n — 1}. Then, f(x) is computed as

f(l‘) = f(l‘ +mgo+mg +---+ mn,l) - f(m()) — f(ml) — = f(mnfl). (267)

Thereby, f(z) may be computed without having the computation of f depending on x alone.
The number 7 is called masking order; note that higher-order masking may be attacked by, e.g.,
higher order DPA. Masking is explained in more detail in [MOP07, Chapter 9]

2.4 Belief Propagation

Belief propagation is a message-passing algorithm first introduced in [Gal62] to decode LDPC
codes and is also known as sum-product algorithm. Given probability distributions on several
random variables with constraints/relationships, belief propagation computes the marginals of the
joint probability distribution. While originally proposed for usage in coding theory, in particular,
to decode LDPC codes, belief propagation has also proven to be a valuable tool for side-channel
analysis [VGS14] (c.f. Section 2.3.1). Several works have identified use cases for belief propagation
in the area of implementation attacks, e.g., targeting AES [VGS14, GRO18|, Keccak [KPP20], or
lattice-based cryptography [PPM17, PP19|. Theoretic analysis in regard to SASCA using belief
propagation is provided by Guo et al. [GGSB20]. Note that belief propagation is only guaranteed
to converge on graphs without loops, which is not the case in the aforementioned works, but
loopy belief propagation has been known to provide useful results as well (see also [FM97]). In
this work, we use belief propagation for side-channel analysis of the NT'T as well as for recovery
of information in case of side-channel or fault attacks. This section gives a short introduction
based on [Mac03].
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Notation. We denote elements u which are in NTT-domain by G; the same notation is used
for FFTs. The inverse NTT is either simply called “inverse NTT” or INTT. Primitive roots of
unity are denoted by ¢ while potentially non-primitive roots of unity are denoted w; an index
does not indicate a certain power of a primitive root of unity. Messages in belief propagation
instantiations from node ¢ to node j at time ¢ are denoted by ;.

2.4.1 Factor Graph

Belief propagation works by passing messages along edges of a bipartite graph, called Tanner
or factor graph. The factor graph consists of variable nodes and factor nodes: Variable nodes
represent (potentially unknown) variables, and factor nodes model constraints on the variables.
In other words: Belief propagation models the relationships between variables using variable and
factor nodes. Variable nodes and factor nodes are connected if and only if the factor node models
a constraint of the variable node. Nodes only connect to the respective other type of node.

More formally, the belief propagation graph is defined as follows: Given random variables
X = (Xo,...,X,—1) with joint mass function p(X) with

n/
p(X) = nfi(li) (2.68)
i=0
for n’ <n, I, € {Xo,..., X,_1}, and functions
fi: I > [0,1] <R, (2.69)

the factor graph consists of variable nodes for the X; and factor nodes representing f;. Edges
from variable node j to factor node i express the relationship X; € I;, i.e., that f; depends on Xj.
Using this factor graph, belief propagation now aims at computing the marginal distributions,

p(Xo), .-, p(Xn-1) (2.70)

of the joint mass function p(X).

2.4.2 Message Passing

Belief propagation works by passing messages from variable to factor nodes and vice-versa.
Messages represent beliefs in the value of a random variable and are proportional to probability
distributions. Nodes, variable nodes as well as factor nodes, update messages based on the
messages received from their neighbors.

Many different proposals for scheduling methods for message-passing exist (see, e.g., [EMKOG,
SLGO07, GK08, SM12]). In the area of side-channel attack, for example, Pessl and Primas [PP19]
propose a different scheduling to improve upon a previous belief propagation instantiation.

In this work, we rely on a straightforward approach in which variable nodes hold a prior
distribution which is being sent to factor nodes in the first step. This prior distribution can be
thought of as an initial belief and comes from measurements or known values. The prior can
also be realized as a separate factor node connected to a single variable node sending a constant
message (as in, e.g., [PPM17, PP19]). In the second iteration, the factor nodes send out their
updated messages to the variable nodes. We call an update process from variable to factor nodes
and vice-versa, as shown in Figure 2.12, a full iteration.
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(a) Variable to factor nodes. (b) Factor to variable nodes.

Figure 2.12: Belief propagation iteration phases as shown in [HMS+23]. The sub-graph consists
of a factor node f; and two variable nodes x; and x;.

2.4.3 Update Functions

Each node updates its beliefs based on the incoming messages (representing beliefs) from neigh-
boring nodes (which all are of the respective other type of node). Denoting messages from node 4
to node j at iteration ¢ as ; j+, the update rules are given as follows:

e From variables to factors: Variable nodes (here with index i) compute messages fi; ;, which
are sent to factor nodes with index j, as

pigari(@) = || mjrie(@). (2.71)
J'#3

The message represents the belief of the variable not taking into account the j-th node itself
and is computed from all other adjacent factor nodes.

e From factors to variables: Factor nodes (here with index j) compute messages ;. ;¢+1(x),
which are sent to the i-th variable node, as

Wiit+1(T) = Z fi(x) H pir 5.t ()- (2.72)

X, L= i #i

The message is computed from all received messages, i.e., from all neighboring variable
nodes, by marginalizing over all beliefs except for the i-th one.

e Belief Update: After the two passes, variable nodes hold updated beliefs given by

bi(z) = H.uj,i(x)- (2.73)

This means that the beliefs at a variable node are given by the product of the beliefs of all
adjacent nodes. Note that the belief b; does not need to be computed in every iteration but
only whenever results for the i-th variable are to be obtained.
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2.4.4 Marginal Distributions

Upon convergence or after an abort criterion has been reached (see Section 7.1.1), the computed
(approximate for the) marginal distribution at a variable node with index i is given by the
normalization of b;. Note that convergence is not guaranteed for cyclic belief propagation graphs.
Nodes can be merged; merging all nodes corresponds to an exact computation, and merging factor
nodes means computing this sub-function in an exact manner. From this point of view, belief
propagation offers a trade-off between exactness and computational complexity. This principle is
being made use of in SASCA — an exact computation would yield the same or better results but
is, in many cases, computationally infeasible.
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Related Work

Implementation vulnerabilities in post-quantum cryptography, especially Learning with Errors
(LWE)-based schemes, are an important and pressing matter. In particular, the vulnerabilities of
major building blocks such as the Number Theoretic Transform (NTT), the Fujisaki-Okamoto
(FO)-transform, and the error correction (which may leak information due to decryption failures)
require profound understanding before being implemented and used in a wide variety of use cases.
Some analysis of the vulnerability of major building blocks of LWE based schemes has already
been provided by previous work, but the questions posed in Section 1.1.2 are yet unanswered. In
this chapter, we give an overview of related work and summarize the state of the art concerning
vulnerabilities of the NT'T, the utilization of decryption for implementation attacks, and the
recovery of secret information from decryption failure information.

We evaluate related work with regard to our research questions stated in Section 1.1.2. The
relevant properties are thus the targeted secret value, the requirements on the capabilities of the
attacker, whether straight-forward or known countermeasures prevent the attack, and if security
estimates are available in cases where the attacker cannot fully recover the secret (c.f. Table 1.1,
Table 1.2, and Table 1.3). In this chapter, we first and foremost reiterate previous work that fulfills
particularly many of these desired properties as well as works that are necessary to understand
our methods. We also give a short overview of other approaches, e.g., with different targets, that
are less relevant regarding our research questions. An overview of the related work is provided in
Section 3.4 and summarized in Table 3.4.

We first summarize two previous attacks [PPM17, PP19] targeting the NTT: Primas, Pessl,
and Mangard [PPM17] present a side-channel attack on the inverse NTT during the decryption
process of an Ring Learning with Errors (RLWE) scheme as proposed by [LPR13|. Pessl and
Primas [PP19] target the NTT during encryption and improve the belief propagation of [PPM17];
they thereby achieve a higher noise tolerance but, in most cases, cannot recover the long-term
secret. In addition, Xu et al. [XPRO20| propose an Simple Power Analysis (SPA)-like approach
to target the inverse NT'T using a chosen ciphertext but cannot target protected implementations.
We then reiterate the countermeasures of Ravi et al. [RPBC20], which were proposed in response
to previous attacks on the NTT. Finally, we discuss how countermeasures have previously been
circumvented in different settings.

In regard to targeting the error correction and utilizing decryption failures for implementation
attacks, several attacks have previously been published. In this section, we reiterate the following
works that target Kyber and use a chosen ciphertext that differs from a valid ciphertext by a
single bit; these chosen-ciphertext attacks cannot be prevented by a straight-forward statistical
countermeasure. The works of Bhasin et al. [BDH+21b| and D’Anvers et al. [DHP+22| use a
side-channel to observe the outcome of the FO-transform after a chosen-ciphertext attack; similar
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strategies have been discussed in [BGRR19] and used in [GIN20]. Pessl and Prokop [PP21] use a
fault in the decoding routine to potentially cause a decryption failure in Kyber. Delvaux [Del22]
improves upon an attack presented in this thesis in Chapter 5. We give a short overview of
fault attacks with different targets and their limitations in Section 3.2.5, but these works are
out-of-scope in regard to our research questions.

Several approaches to solving for the secret key from decryption failure information exist. The
framework of Dachman-Soled et al. [DDGR20] allows dealing with side-channel information in
a widely applicable way. Bhasin et al. [BDH+21b| show that it can be used to estimate the
required information in the case of decryption failures in Kyber as arising in the attacks of
[PP21, BDH+21b, HPP21, DHP+22|, but do not perform an end-to-end key recovery, which is
computationally expensive (see, e.g., [DHP+22, Section 3.1]). An extension to the framework of
[DDGR20] published by Dachman-Soled et al. [DGHK22] allows solving the information obtained
in the attack of Fahr et al. [FKK+22]; due to the different nature of inequalities in [FKK-+22]
and the aforementioned attacks on Kyber, an end-to-end key recovery — again — proves to be
computationally expensive. The work of Pessl and Prokop [PP21] uses a statistical approach
and requires less information compared to the amount estimated to be required with [DDGR20].
Delvaux [Del22] improves the methods presented in [HPP21] as part of this thesis and [PP19] to
include error tolerance and reduce the runtime®.

This chapter first summarizes the state of the art on attacks on the (inverse) NTT in Section 3.1;
this section serves as a basis for Chapter 4. The second section, Section 3.2, states current
implementation attacks utilizing decryption failures, relating to Chapter 5. The last section,
Section 3.3, gives current recovery methods to obtain the secret key from decryption failure
information; our method is presented in Chapter 6.

3.1 Attacks on Number Theoretic Transforms

Multiplication of polynomials in several RLWE and Module Learning with Errors (MLWE)
schemes, including Kyber and NewHope, is performed using an NTT. As a main building block
realizing multiplication, the NTT is a particularly valuable target. To multiply two polynomials,
they are transferred to the NTT-domain using the NTT (in O(nlogn)). In NTT-domain, the
polynomials may be multiplied point wise or almost point wise. The inverse NT'T on the result
of the multiplication in NTT domain gives the product of both polynomials in normal domain.

The attacks presented in [PPM17] and [PP19] are single-trace attacks. Another example of
a single trace attack targeting lattice-based cryptography is stated by Amiet et al. [ACLZ20];
they target the message in an unprotected NewHope implementation. Note that similar attacks
could apply to different multiplication schemes as well. The work of Mujdei et al. [MBB-+22]
targets the polynomial multiplication in several lattice-based schemes using Correlation Power
Analysis (CPA). Their analysis includes Saber [DKRV18], NTRU [HPS98], and Kyber in an older
version [ABD+19a).

3.1.1 The NTT as Target

In MLWE-based schemes an incoming ciphertext commonly contains two components, namely
(v,u). During the decryption the polynomial

m=uv—us' (3.1)

IThe method in [HPP21] did not include error tolerance; the improved method [HMS+23], presented in this work,
does.
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has to be computed where s is the secret polynomial, and m is the noisy message. If an NTT is
used, this computation involves an inverse NTT (INTT) and is commonly carried out as

m=uv—INTT(as") (3.2)

where 0, § are the respective NTT-images of u and s. Therefore, the decryption step of an
MLWE based scheme calls an inverse NTT with secret input. Obtaining side-channel information
may therefore reveal the secret key, and this makes the inverse NTT during decryption a valuable
target. In addition, the NT'T is used during the encryption to compute

= NTT(r), (3.3)
which is used to compute (v,u) in the first place as
u=NTT !(FA) + e (3.4)

and
v=NTT '(NTT(t)t") + es + Decompress; (Decode; (m)), (3.5)

where the variables t, e; are as defined in Section 2.2.3, and Decompress; (Decode;(m)) is the
message mapped to a polynomial. Thus, an attack targeting the NT'T during encryption may
recover the message (which could, e.g., be used to derive the session key).

The NTT does not allow for a direct, full key recovery as the secret key is only loaded or
stored at the very beginning or end. But, during the NT'T, information about the secret key is
processed over a comparably long execution time, and therefore the NTT offers many different,
uncorrelated points of measurement. In addition, as noted in [PPM17], the intermediate values
are connected arithmetically by relatively simple operations. Information on intermediate values
may be obtained by using a template attack (c.f. Section 2.3.1). The information arises in the
form of probability distribution for each intermediate value; those probability distributions are
correlated with the secret key but usually do not allow for direct recovery due to measurement
noise. Instead, the distributions are processed using belief propagation, which allows recovering
secret key in some cases and requires an additional lattice reduction step in others.

Belief propagation is a statistical, message-passing algorithm that allows computing the marginal
distributions of a joint probability function (see Section 2.4). In this case, an attacker retrieves
probability distributions for intermediate values from the template attack, which are used as
priors in the belief propagation. Belief propagation then computes the marginal for the joint
probability function, i.e., the probability distribution of each coefficient given the distributions of
all coefficients. To achieve this, a factor graph representing the computation graph of the NTT
and all targeted intermediate values is initiated with the measured priors. Message passing and
Bayesian updating then result in the marginals. Depending on the attack, the key can then either
be directly re-constructed or fed into a lattice reduction algorithm.

3.1.2 The Attack of Primas, Pessl, and Mangard

The first attack on the (inverse) NTT in the fashion described above was published by Primas,
Pessl, and Mangard [PPM17] in 2017. For their practical evaluations on a real device, the
authors of [PPM17] target a Cortex-M4F using Electro-Magnetic Radiation (EM) leakage. They
recover the secret key from a single observation of the decryption routine of an RLWE scheme as
presented in [LPR13] (c.f. Section 2.2.3) featuring an NT'T with parameters n = 256, ¢ = 7681,
o = 4.51. Similar parameters are used in a variety of implementations, e.g., [CRVV15, GFS+12,
PG13, LSR+15, POG15, RRVV15]. Note that in the case of an RLWE scheme, k£ = 1 and
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here, the subtraction of Equation (3.2) is turned into an addition due to a slightly differently
constructed scheme. This means that the targeted point of computation is the calculation of

i = v + INTT(i3). (3.6)

The attack works by first employing a template attack on the NTT computation in Equa-
tion (3.2), running a belief propagation, and then a lattice reduction step. The lattice reduction
step is needed as, to optimize the belief propagation run-time, the NTT graph is reduced in
size and splits into two separate graphs. While this reduces computational effort, it prevents an
immediate recovery without an additional lattice reduction step.

Template Attack on the NTT

The work in [PPM17] targets the modular arithmetic in the butterflies of the inverse NTT in the
implementation of [CRVV15] on a Cortex M4. The modular arithmetic in this implementation is
realized by using the internal multiplication and division instructions, and, to reduce modulo g, a
conditional statement potentially causes a subtraction/addition. The authors of [PPM17] are
able to detect the chosen branch (of this conditional statement) in a template attack with high
accuracy; this is featured in their attacker model.

For each twiddle factor, i.e., for each block of butterflies per layer and each operand, they
record 100 traces leading to a total number of about 100 million traces. The first trace is used to
distinguish the division operations (by timing), which depends on the bit size of the operand and
allows classifying values by Hamming weight in a first step. The remaining traces are used to
create templates for the multiplications. The authors report that in the metric of [SMY09], the
average entropy per key coefficient lies at around 7 bit, but depends on the twiddle factor; the
entropy without further information is logs(¢) which is about 12.9 bit.

Hamming weight leakage model and simulation. In addition to their attack on a physical
device, a simulated attack is provided, which makes their work reproducible. To simulate the
attack, the Hamming weight leakage model (see Section 2.3.1) is used. The simulations are carried
out with different noise levels given by a standard deviation ¢ > 0. For a targeted value a an
attacker obtains a normal distribution with expected value

a + e where e < N (0). (3.7)
This means for every butterfly with twiddle factor w, the attacker obtains two distributions,
N, (a + ep) and N, ((aw mod q) + e1), (3.8)

where

€0, €1 <—Ng(0). (39)

Belief Propagation

From the template attack, the authors obtain distributions for intermediate values in the inverse
NTT. Those are now modeled as variable nodes in a belief propagation graph. The factor nodes are
multiplication, addition, and subtraction nodes; those represent the arithmetic operations carried
out during the NTT as well as whether a reduction in the respective computation happened.
The addition and subtraction are operations of degree 3, whereas “mul” is multiplication with the
(constant) twiddle factor and therefore of degree 1. Using these nodes, the computational graph
of the NTT is represented as a belief propagation graph. Figure 3.1 shows a butterfly modeled
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Too add T10
@ sub T11
mul

Figure 3.1: A butterfly representing a belief propagation graph as used and depicted in [PPM17].
The nodes zgo and xo; represent inputs to the butterfly, and the remaining variable nodes (circles)
represent outputs. The factor nodes (squared) represent addition, subtraction, and multiplication
as well as whether a reduction happened in the respective computation.

by belief propagation nodes as depicted and used in [PPM17]. The node function for addition,
fadd is given by

1 if xgo + 201 = 10 mod g, xoo + (wxp1 modgq) > ¢
fada(zoo; To1, 210) = ( ) , (3.10)
0 else
and for subtraction, fq,p is given by
1 if — = d - dqg) <
Fub (%00, Zo1, T11) = {0 ;lsozoo To1 = x11 mod g, Ty — (Wre1 mod q) < g (3.11)

where xg9 and xg; are the inputs to the butterfly and x1¢p and x1; are the outputs. The first
condition in both nodes represents the computation, and the second is the information about if
a reduction happened. This means, the first condition corresponds to the EM, and the second
condition to the timing leakage.

The authors now build a graph modeling the inverse NTT from these nodes. As a single
graph, the belief propagation does not converge well due to multiplications spreading unevenly
throughout the NTT and due to varying behavior of the template attack depending on the
twiddle factor. Therefore, the NTT graph is split up into three different sub-graphs which do not
include the first layer.

Performance optimizations. Note that a naive execution of the belief propagation as described
previously is computationally expensive; to reduce the runtime of the belief propagation, the
authors propose using the Fast-Fourier Transformation (FFT) to speed up the updating process.
This is possible due to the fact that the addition of random variables is the convolution of
distributions, and pointwise multiplication in FFT-domain is convolution in normal domain.
Therefore, for example, given the butterfly calculation a + b, the following is computed: Let A, B
be the random variables corresponding to a, respectively b, and let p,, pp be the corresponding
distributions arising in belief propagation. To compute the distributions i, 14, i.e., the distribution
of A + B, the Fourier transforms i, = FFT(u,) and i, = FFT(up) are computed. Then, the
inverse FFT of the product of i, fip

IFFT(jiafty) = IFFT(FFT(u,) FFT (1)) (3.12)

is the distribution of A + B, i.e., tq1p-
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Lattice Decoding

Using the full belief propagation graph, the inverse NTT would be modeled completely, and the
first layer would allow to recover the key in NTT domain. As the sub-graphs do not include
all results of the inverse NTT computation, an additional lattice reduction step is required.
The NTT is linear; therefore, recovering intermediate values of a layer immediately gives linear
equations involving the secret key. The solution space generated by those equations is then
intersected with the public key equation reducing the dimension by the amount of equations
coming from intermediate values. In practice, this means solving the obtained equations for
key coefficients and then substituting the solution into the public key equation. In this scheme,
192 intermediates are available coming from the 3 sub-graphs resulting in a lattice problem of
dimension 64, which is solvable in practice on widely available hardware.

Results

The authors evaluated their attack on a real device as well as in the Hamming weight leakage
model. In the case of the real device, their attack is successful with 20 iterations of belief
propagation. In the Hamming weight leakage model, they report a success rate of over 0.9 for
both masked and unmasked setting up to ¢ = 0.4. Then, the masked setting drops around ¢ = 0.4
and the unmasked setting shortly after, at ¢ = 0.5. The success rate is 0 for both settings at
around o = 0.7.

3.1.3 The Attack of Pessl and Primas

The attack of [PPM17] is improved by timing leakage and requires a large amount of traces
to create the templates. Pessl and Primas [PP19] present an attack on the NTT that targets
constant time implementations and requires fewer traces to obtain the templates. This is possible
as, firstly, their attack targets the NTT during the encryption step, while [PPM17] targets the
decryption step. Secondly, they introduce several improvements to the belief propagation, which
leads to a more efficient (in terms of required information) recovery of the secret key. Their
improvements allow for a practical, more noise-tolerant attack on an implementation that does
not leak timing information. The downside to targeting the encryption step is that the secret key
sk (often the long-term secret) may not be extracted, but only the message m (often the session
key) can be recovered.
Instead of targeting the computation of the inverse NTT in

ii=v— INTT(as") (3.13)
during decryption, the authors target the computation of
r=NTT(r) (3.14)

during encryption. The vector of polynomials r is used to compute the ciphertext and recovering
it allows recovering the message m.

The belief propagation features three separate improvements: First, they introduce message
damping; this may lead to improvements in factor graphs with short loops. Second, they explain
how the results may be improved by a different message scheduling. Third, to eliminate the short
loops in the factor graph, they introduce a butterfly node unifying the three factor nodes that
are used to model a butterfly in [PPM17] into a single node.
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Belief Propagation Improvements

The improvements to the belief propagation incorporated by the authors of [PP19] are inspired by
well-known results in the area of decoding algorithms. In particular, the works of Storkey [Sto03]
and Yedida [Yed04] provide in-depth analysis of belief propagation in different but comparable
contexts. The work of [Sto03| analyses belief propagation in the context of FFTs — which are
conceptually similar to NTTs — and [Yed04] provides analysis on Reed-Solomon codes, which can
be decoded using an NTT.

The first improvement is message damping with factor of a = 0.9. The goal is to reduce
oscillation, which may occur as the factor graph is far from being a tree. Message damping
computes the average between previous messages with the currently computed distribution where
the current message is weighted with factor «, and the previous one is weighted with (1 — «).

The second improvement is a different message scheduling. The straightforward approach
used in [PPM17] is to update all nodes simultaneously. This approach leads to nodes with large
distances, which take a long time before influencing each other, while the shortest loops are
completed in a single full iteration. The more balanced scheduling that is used in [PP19] consists
of first passing messages in only one direction from input to output before reversing and passing
in the other direction.

The third improvement is using a factor node that models a butterfly and combines the three
factor nodes used in [PPM17] into a single node. This butterfly node represents multiplication
with the twiddle factor w, addition of the inputs, and subtraction of the inputs. Thereby, the
joint probability function of a single butterfly is computed in an exact manner and the amount of
loops in the factor graph is reduced. The node function for a butterfly node is given by

1if zoo + 201 = z10 and x99 — w1 = z11  mod ¢ (3.15)
0 else

fbf(3300a 330179610,3311) = {

Zoo add T10 G)\
Zo1 sub —@ BF
— @/ \@
(a) Separate nodes as in [PPM17]. (b) Butterfly node as in [PP19].

Figure 3.2: A butterfly modeled with separate factor nodes, and a butterfly modeled by a single
butterfly node. The butterfly node computes the joint probability function of intermediates at
one butterfly in an exact manner.

Targeting Encryption

The work of [PPM17] targets the decryption process recovering the secret key of them Key
Encapsulation Mechanism (KEM) (i.e., in many use cases the long-term secret key). The routine
targeted in both [PPM17] and [PP19] is the computation of INTT(4s8") (but in [PPM17] only
with k£ = 1). But in [PPM17] coefficients of u are distributed uniformly random over the full
range of the base field and not restricted in size (apart from being coefficients of F,,).
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On the other hand, when targeting encryption, as in [PP19], the input values are small, as the
value r is sampled from a binomial distribution with small support, 77 in Kyber (c.f. Section 2.2.3).
This arrows down the support of the prior distributions and, at the same time, gives more precise
measurements of intermediate values (c.f. Section 2.3.1).

Note that the encryption subroutine is used in the decapsulation as well, and the key generation
features a similar NTT call — this gives an additional target for the attack of [PP19]. During the
key generation, the computation which may be targeted is

§ = NTT(s). (3.16)

Therefore, the attack of [PP19] may target the session key in encapsulation, decapsulation, and,
in exceptions, even the secret key (and not just the message) during key generation.

Masked Implementations

Masking the NTT takes away a large advantage of the attack described in [PP19]: The inputs to
the NTT are no longer small. The authors therefore propose to join the factor graph so that the
implicit unmasked result is taken into account. This approach allows retaining some advantage of
the small coefficients of the unmasked version of r. Nevertheless, in contrast to [PPM17] the noise
tolerance (in terms of o in the noisy Hamming weight model) is more than halved by employing
masking.

Recovering the Shared Secret

In the main scenario, when targeting the message during encryption, the authors do not immedi-
ately recover the message. Instead, the value of r is recovered which is used during encryption
to compute the ciphertext. Note that r is a vector of polynomials, and the attack has to be
carried out for each of the k£ components of r. The message can be computed as follows: With
the notation of Section 2.2.3 we have

v =tr' + ey + Decompress,; (Decode; (m)) (3.17)

and

c2 = Encodeg, (Compress; (v)) (3.18)

where ¢y is known to the attacker by additionally observing communications, r was recovered
through the side-channel analysis, and t can be obtained from the public key. Thus, m can be
obtained by first computing

chy=tr' (3.19)

and then decoding the difference between ¢y and ¢}, i.e., computing
m = Decode; (c2 — cb). (3.20)
As the difference between ¢y — ¢}, is approximately
e2 + Decompress; (Decode; (m)) (3.21)

and ey is also small, this in fact yields the correct value m.
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Results

The authors evaluate their attack in both the parameter set used in [PPM17] and on Kyber. In
both cases, the noisy Hamming weight model with variance o is used. Additionally, they evaluate
the belief propagation without employing their improvements. The results for different parameter
sets differ only slightly both with a success rate of 1 for o < 1.4 and a positive success rate for
o < 2 in the unmasked case. In the unmasked case, the success rate for the factor graph without
improvements is 1 up to a ¢ of 0.5 and positive up to a o of 1.7. In the masked case, the separate
graph does not produce satisfactory results, a success rate of greater than 0.5 is not reached
regardless of o, and the success rate is 0 beginning with o = 0.4. The joined factor graphs achieve
a positive success rate for o < 0.3 but drop to zero quickly after; with o > 0.5, no successes are
reported.

Additionally, the authors provide analysis on a real device, an STM32F405, using a ChipWhis-
perer UFO board [CwUfo, Cw32F4, OC14|, measuring power consumption. They record 1900
traces to obtain the template and evaluate their attack on 100 traces. For the practical attack on
the real device, they report a success rate of 0.57, coming from a success rate of 0.83 per targeted
NTT.

3.1.4 The Attack of Xu et al.

Xu et al. [XPR+22]? provide another attack on the inverse NTT targeting the secret key at the
same location. Their attack relies on a chosen ciphertext and EM leakage targeting the modular
reduction during the inverse NTT. In addition, they propose an attack on the mapping from
message bits to polynomials and vice-versa. The authors note that operations after the NTT
could be targeted as well but do not carry out these proposals.

The attack of [XPR+22] uses a chosen ciphertext in which components of u are set to certain
constants. In the device under attack, the coefficients of u are multiplied with the secret key
coefficients in {—2,—1,0, 1,2} during the inverse NTT. The authors choose the coefficients such
that this multiplication leads to different Hamming weights depending on whether the respective
secret key coefficient is in certain subsets of {—2, —1,0, 1,2}. A subsequent SPA allows partitioning
key coeflicients into these subsets by their Hamming weight from which the coefficients can be
reconstructed after four traces with different constants and subsets. Their attack has been carried
out in practice, does not require a profiling device, and can thus be assumed to be more portable
(compared to [PPM17, PP19]) because no templates are required. While this is a clear advantage,
the approach to target the inverse NTT relies on having few possible values for the secret key;
therefore, it is fully prevented by masking countermeasures, which have to be assumed to be in
place in a realistic scenario.

3.1.5 The Countermeasures of Ravi et al.

The NTT is a major building block of several RLWE and MLWE based schemes, e.g., [ADPS16b,
BDK+18], and the usage of an NT'T has been proposed for other schemes as well [LS19, CHK+21].
The attacks of [PPM17]| and [PP19| show that the (inverse) NTT is a valuable target for side-
channel attacks as message m as well as the secret key sk may be recovered. Therefore, protecting
the NT'T as well as the inverse NTT against side-channel attacks and understanding the cost
of such countermeasures is crucial. Ravi et al. [RPBC20], in response to [PPM17] and [PP19],
present several masking and shuffling countermeasures for the (inverse) NTTs used in Kyber

2Note that there is a preprint [XPRO20] first published in 2020.
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and Dilithium (the latter is a signature scheme introduced in [DKL+18] and currently specified
in [BDK+21al).

Their work proposes several masking countermeasures protecting the atomic operations of the
(inverse) NTT by masking the twiddle factor multiplication. The outputs to a butterfly are
multiplied with an additional twiddle factor w, a power of a 2n-th root of unity, i.e., w = ¢* for
some k where ( is the Kyber root of unity as in Section 2.2.3. Thereby, the relationship between
the in- and outputs of a butterfly is randomized, and the authors conjecture that this leads to
worsened belief propagation performance. The masking countermeasures come in several variants
that offer different levels of protection and result in varying performance degradation; the more
entropy is introduced and protection is offered, the more expensive is the countermeasure.

As another main contribution, the authors propose shuffling countermeasures randomizing the
order of operations. They propose to randomize computations of butterfly nodes or operations
inside a butterfly. Thereby, the values an attacker measures by, e.g., using a template do not
match the true variable processed in the butterfly that the adversary expects to be computed at
a given time. Again, these countermeasures come in several variants that offer different levels of
protection and performance degradation.

The authors then provide performance evaluations for their proposed countermeasures. They
evaluate a variety of settings of their countermeasures integrated into pqm4 [KPR+]. Depending
on the setting and level of protection, they report a performance overhead of about 7%-78% for
Kyber and 12-490% for Dilithium. Evaluations of the level of protection and information on
whether previous attacks may be adapted to the proposed countermeasures are not provided; this
question is partly answered by this thesis in Section 4.5.

Masking Countermeasures

As described in Section 2.2.3, an unmasked butterfly implementation with twiddle factor w
commonly computes either the function

(a,b) — (a + wb,a — wb) (3.22)

or

(a,b) — (a +b,w(a —1D)). (3.23)

Twiddle factors are a constant of an implementation and accessible to an attacker. In an
unprotected implementation, the twiddle factors belonging to a targeted butterfly can be assumed
to be known to the attacker. This knowledge is modeled in the belief propagation by either
the multiplication nodes of [PPM17] or the butterfly nodes of [PP19]|. Ravi et al. [RPBC20)]
propose masking with an additional twiddle factor. This means, at a butterfly with twiddle
factor wps = ¢* instead of computing Equation (3.23), the device chooses an wyask = (¥ — with y
depending on the configuration of the countermeasure — and computes

(a,b) — wmask(a + b, wpe(a — b)) (3.24)
= (wmask(a + b), oJmask(»‘-]bf(a - b)) (325)
= (¢"(a+b),(""¥(a b)) (3.26)

Based on this construction, several masked butterfly nodes are defined by setting w5k in different
manners. These butterflies either have the same input and same output masks, the same input
but different output, or different input and different output masks. This then allows defining
coarse and fine masking as well as generic masking as a trade-off between the two variants. Coarse
masking uses the same input/same output butterflies and the same mask for all inputs, whereas
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fine masking makes use of different input/different output butterflies and uses a different mask
for every input. By utilizing combinations of butterfly nodes including the same input/different
output nodes, more configurations allowing for a trade-off between security and performance are
possible.

Shuffling Countermeasures

The shuffling countermeasures of [RPBC20] permute the order in which butterfly computations
take place. This prevents an attacker from mapping measured values to the correct (intermediate)
variables. Thereby, practically, the NTT graph in an attack such as [PPM17, PP19] would
assign measurements to incorrect intermediates — the values actually measured do not match
the variables the measurement is assigned to. The belief propagation after the template attack
therefore works on incorrect priors — i.e., the priors do not match the variables, and the arithmetic
model of the NTT is incorrect — preventing key recovery. These permutations in the order
of execution are again defined in a configurable way, i.e., on different sets of to-be-permuted
computations. The first and least protective countermeasure is fine shuffling, which permutes
in- and outputs on a single butterfly level. The countermeasure called coarse shuffling permutes
butterflies as a whole and comes in two variants — permuting butterflies in a block, which is called
coarse in-group shuffle, or in a layer, called coarse full shuffle. The latter is the countermeasure
offering the most protection but is also the most expensive in terms of execution time.

In an unprotected execution, a layer of the NTT or inverse NTT is computed in a fixed order;
e.g., butterflies are computed by the order of the attached coefficients. That means that the first
butterfly to be computed is connected to the first coefficient of the previous layer as well as to the
coefficient having the layer distance d as index. The second butterfly is connected to the second
coefficient and the coefficient at d + 1. This is continued until reaching input d — 1, and the next
d inputs are skipped, because they are connected to the already computed butterflies. Inside the
butterfly, the order of operations is fixed as well, commonly computing the output consisting
of the addition of the two values first with loads and stores arising just before (directly after)
a value is used (is stored). Coarse shuffling now randomly permutes the order of execution of
butterflies, and fine shuffling randomizes the load and stores inside a butterfly.

aip + ag
a11 w20 — a1
a12 + az
a13 w>21< as
a4 + ayq
a1s w>22< as
aig + ag
air w>23< az

Figure 3.3: Different shuffling methods from [RPBC20] on an inverse NTT graph. Fine shuffling
(rightmost arrow in blue) permutes load and stores, coarse in-group shuffling (middle arrow in
green) permutes on butterflies with the same twiddle factor, and coarse full-shuffling permutes on
all butterflies of a layer. Note that this depiction is only illustrative; it does not show all possible
permutations, only permutes stores, and only depicts permutations of the second layer.
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Fine shuffling. The countermeasure of fine shuffling permutes the load and store operations
inside the execution of a butterfly. This means the order in which an input is loaded into a
register is randomized; after both inputs are loaded, the butterfly operations are computed, and
then finally stored again in a randomized manner. The randomized load operations are achieved
using an arithmetic swap operation previously used in [HS13]. This operation has previously been
a target of side-channel attacks itself [NCOS16, NC17|. Therefore, a variation of fine shuffling,
bitwise fine shuffling, is proposed; this variation is not explained here and is not considered
in Section 4.5. When applying a template attack targeting load and/or stores, as in [PP19],
measurements will be assigned to incorrect intermediates with probability % per pair of in- and
outputs. During the belief propagation, the priors then do not match the variables they are
assigned to, and the modeling of the arithmetic relationship is therefore incorrect and bound to
fail. This is exemplarily shown in Figure 3.4. For an (inverse) NTT with [ layers and h inputs

BF

Figure 3.4: Permuted in- and outputs in a butterfly belief propagation node after a template
attack on an implementation using fine-shuffling. In a template attack as in [PP19] or [HHP+-21]
on load and stores with subsequent belief propagation, measurements are randomly permuted as
a consequence of the countermeasure.

per layer, fine shuffling has 2"/2] possible permutations. Combining the attack of [PP19] with
a brute-force approach to adapt to the countermeasure would therefore result in having to run
2128 . 7 belief propagation instances. The authors of [RPBC20] note that a template attack is
still feasible if an attacker targets the modular multiplication as for example in [PPM17], but
requires a largely increased amount of traces. Also note that the results presented for the attack
of [PPM17] made use of additional leakage.

Coarse in-group shuffling. In contrast to fine shuffling, coarse in-group shuffling does not
permute load and store operations of a single butterfly but instead permutes butterflies as a single
unit of operation. This means the order in which butterflies are computed in a single layer is
permuted; for in-group shuffling, the permutation is restricted to a single block, i.e., the set of
butterflies sharing their twiddle factors. In-group shuffling is shown in Figure 3.5.

In a common NTT a block is given by {k2!T1, k2IF1 41, .. k2042 k2042 41, k212 — 1}
where [ is the current layer, and k is the index of the block. For an (inverse) NTT the number
of permutations per layer with n inputs and m butterfly blocks is (5!)"; the total number of
permutations is the product over the complexities of a layer. For Kyber, where the number of
groups in the i-th layer is n/2%, this results in (2°=!/m)™ different possible permutations. In the
case of the layer where a block consists of a single butterfly, the authors suggest using coarse
full shuffling for this layer; note that this layer does not exist in a Kyber inverse NTT (c.f.

Section 2.2.3).
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) permutation of first block

) permutation of second block

Figure 3.5: Possible permutations of butterflies after a template attack on an implementation
using coarse in-group shuffling in a layer with distance 2 and 8 nodes. The permutation on
the outputs has to be symmetric to the permutation on the inputs as complete butterflies are
permuted.

Coarse full shuffling. Coarse full shuffling is similar to coarse in-group shuffling. In contrast
to in-group shuffling, as the name suggests, the permutation is not limited to a block but instead
all butterflies of a layer may be permuted. The concept of full shuffling is shown in Figure 3.5.
This results in a higher brute-force complexity for an attacker, but additional twiddle factors
need to be loaded (in a secured way!) per butterfly worsening performance; in addition, loading
twiddle factors may leak information which would result in an attacker reaching the brute-force
complexity of coarse in-group shuffling again. For an (inverse) NTT with [ layers and h inputs
per layer, coarse full shuffling results in (h!)l possible permutations.

) permutation of first block
inter-block permutations

) permutation of second block

Figure 3.6: Possible permutations of butterflies after a template attack on an implementation
using coarse full shuffling in a layer with distance 2 and 8 nodes. The permutation on the outputs
has to be symmetric to the permutation on the inputs as complete butterflies are permuted. In
addition to the in-block permutations, nodes in different blocks may also be permuted.

Performance Results

The authors implemented their countermeasures using the Kyber and Dilithium (at National
Institute of Standards and Technology (NIST) level 3, i.e., for Kyber768 and Dilithium3)
implementations provided by PQM4 [KPR+| and evaluate their countermeasures in comparison
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to an unprotected implementation. Both masking and shuffling countermeasures are reported to
not increase dynamic memory consumption. In terms of performance, the computational overhead
depends on the masking or shuffling method employed. The overhead ranges from 6.9% to 77.6%
for masking and from 30.2% to 69.5% for shuffling countermeasures. Table 3.1 permutations the
results for shuffling countermeasures as reported in [RPBC20].

Table 3.1: Cycle count (in millions) and performance overhead (in brackets, in percent) of shuffling
countermeasures as reported in [RPBC20]. Note that [RPBC20] provides data on more masking
variants and uses a slightly different naming scheme.

Countermeasure Key Generation Encapsulation Decapsulation
Unprotected 1.178 (0) 1.301 (0) 1.358 (0)

Coarse Masked 1.259 (6.9) 1.395 (7.2) 1.466 (7.9)
Fine Masked 1.979 (68) 2.229 (71.3) 2.413 (77.6)
Coarse Full Shuffled 1.534 (30.2) 1.72 (32.2) 1.841 (35.4)
Coarse In-Group Shuffled 1.49 (26.5) 1.664 (27.9) 1.772 (30.4)
Fine Shuffled 1.468 (24.7) 1.643 (26.3) 1.752 (28.9)
Bitwise-Fine-Shuffled 1.878 (59.4) 2.123 (63.2) 2.303 (69.5)

3.1.6 Limitations of Prior Attacks

The attack of [PP19] does not target the secret key sk (and therefore in many use cases not
the long-term secret) and can only recover the message m (in many use cases the session key).
Taking into account that an application may often use ephemeral session keys or combine session
keys with previous keys, this is a heavy restriction. Both attacks, [PPM17] and [PP19], do
not take shuffling countermeasures into account. Therefore, an implementation using a shuffled
(inverse) NTT is adequately protected against these attacks unless further adaptations are taken
by the adversary (c.f. Section 3.1.7). In addition, the noise tolerance of [PPM17] is very low,
with a standard deviation of less than 0.7 compared to 1.7 in [PP19], and the noise tolerance
of [PP19] is substantially reduced by masking the NTT (see [PP19, Fig. 4]). Depending on the
achievable noise tolerance, this may already prevent attacks in practice, especially considering
that these template attacks assume access to an almost perfect clone of the device. The attack
of Xu et al. [XPR+22] allows for a more portable approach that does not require a profiling
device. While this is a major advantage, the attack is prevented by masking countermeasures,
and implementations, which are not protected by masking are well-known to be vulnerable.

Summarizing, the noise tolerance in masked implementations is comparably low® for both
attacks, shuffling countermeasures are not taken into account, and [PP19] does not target the
secret key but only the message.

3.1.7 Defeating Countermeasures

It is yet unclear how an attacker can evade the proposed countermeasures in a Soft Analytical
Side-Channel Attack (SASCA) on a post-quantum scheme using an NTT, but a wide variety of
adaptions to countermeasures has previously been proposed in different contexts: In [CCD00]
Clavier, Coron, and Dabbous present the techniques Hamming integration and sliding window
differential power analysis, which are subsequently used and studied by several attacks on AES.

3Compared to an attack on the message m in an unprotected setting.
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3.2 Attacks using Decryption Failures

Rivain et al. [RPD09] use both techniques to attack an AES implementation protected by a shuffling
countermeasure. Tilich et al. [THMO07] employ the windowing approach against a masked and
randomized AES implementation, and Tilich and Tilich and Herbst [THO8] study the techniques in
practice on a smartcard. Veyrat-Charvillon et al. [VMKS12] provide extensive analysis of shuffling
countermeasures and how do adapt in a variety of scenarios using Bayesian updating — this can be
seen as similar to adaptations to belief propagation; Azouaoui et al. [ABG+22] further improved
upon their work. Bronchain and Standaert [BS20] dissect an AES implementation in practice
while proposing several techniques to adapt attacks to countermeasures; this attack is also based
on Bayesian updating similar to the techniques used in belief propagation. Guo et al. [GGSB20]
provide information theoretic analysis for SASCA that allows for bounds on the amount of leaked
information that is obtained in an attack. A theoretical analysis of shuffling countermeasures in
the context of Pseudo-Random Functions is provided by Grosso et al. in [GPSG14], and Bruneau
et al. [BGNT15, BGNT18]| counter local shuffling. Udvarhelyi et al. [UBS21] counter shuffling in
an implementation of lightweight cryptography on low-end platforms; they obtain leakage of the
shuffling permutation and employ an enumeration technique.

Several adaptations to countermeasures are known, and some occur in settings similar to belief
propagation. Nevertheless, it is unclear how to defeat countermeasures such as those presented by
Ravi et al. in [RPBC20] in a lattice-based scheme using an (inverse) NTT targeted by an attack
using belief propagation. In particular, the impact of shuffling countermeasures in these settings
without considering the leakage of permutations is yet unanswered.

3.2 Attacks using Decryption Failures

In many LWE-based schemes, decryption failures may occur, i.e., the decryption operation may
fail. This is because, as described in Section 2.2.3, the message is recovered from a noisy version
of the message polynomial. Every term of the message polynomial, each representing one bit,
contains a (with very high probability) small additive noise term — those noise terms are called the
error polynomial in Kyber. If this noise is too large in any coefficient, a bit is decoded incorrectly
—1i.e., a 0 bit is decoded to a 1 or vice-versa. In this case, the decryption fails, and an observer may
deduce information about the noise term. The noise term itself depends on the secret key and
thus leaks information about it. In LWE-based schemes in the context of non-implementation
attacks, this was first noted in [Flul6] and used for example in [BBLP18, GJY19, BGRR19|. In
the context of NTRU, this principle has previously been analyzed [HNP+03]. Guo, Johansson,
and Nilsson [GJN20] first applied this principle in an implementation attack to a lattice-based
scheme using an FO-transform by exploiting timing leakage in the comparison operation that
allows detecting decryption failures. Ravi et al. [RRCB20| give yet another example of how chosen
ciphertexts may exploit the FO-transform but use a different approach with ciphertext that is
not close to a valid ciphertext. A generic side-channel methodology targeting the FO-transform
of several post-quantum schemes through the creation of a plaintext checking oracle, a deep
learning approach, and analysis on the applicability of attacks similar to [GIJN20], [BDH+21b],
and [PP21] is provided by Ueno et al. [UXT+22].

In the following, we reiterate the attacks of [BDH+21b, PP21, DHP22, Del22] on Kyber.
Note that another attack exists as a master’s thesis [Wei22] but is unfortunately unpublished; the
author uses machine learning to differentiate between decryption failures and successes. The key
recovery methods utilized in the attacks presented in this section are described in Section 3.3
because they are relevant in a broader context.
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3.2.1 Decryption Failures in Kyber

All attacks presented in this section as well as in Chapter 5 depend on the same principle of
potentially causing and observing decryption failures and thereby obtaining information. In the
context of LWE-based schemes, this was first noted in [Flul6] and first used in a side-channel
attack in the context of an FO-transform [GJN20|. In the following, we explain this principle in
the context of Kyber as used in [BDH+21b, PP21, HPP21, DHP+22, Del22].

Message Bits and Polynomial Coefficients

Recall from Section 2.2.3 that in Kyber bits of a message m are mapped to polynomial coefficients
by mapping a 0 bit to the 0 coefficient and a 1 bit to [%J during the encryption, which is visualized
in Figure 3.7a. During the decryption process, the message bits are recovered from a noisy version
of those coeflicients. This works by mapping a coefficient « € IF; to 0 if and only if = as an is closer
to 0 than to 4 and to 1 otherwise; where x is considered to be an integer in {—%, ey q%l}
When interpreting F, as discrete points on a circle, as visualized in Figure 3.7b, this can be seen
as mapping the upper half of the circle to 0 and the lower half to 1.

{0’ } -

q
2

(a) Mapping bits to message coefficients.

0

A

aq
2
(b) Mapping noisy coefficients to message bits.

Figure 3.7: Mapping bits to coefficients and vice-versa with ¢ = 23 (adapted from [Her23a]). 0
bits are mapped to 0, and 1 bits are mapped to 4. To recover a bit, the upper half of the circle
(closer to 0) is mapped to a zero bit while the lower part of the circle (closer to ) is mapped to a

1 bit. A small error (blue) does not change the result (c.f. Figure 2.8 and Figure 2.9).
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Error Polynomial

The error polynomial in Kyber is given by
e'r—s'(eg +Au) +ey + Av (3.27)

with the notation of Section 2.2.3; note that all terms are small, and therefore the noise term can
be interpreted as a vector of small integers. If an attacker can observe a (naturally occurring)
decryption failure, they may deduce that the absolute value of the noise term in at least one
coefficient must have been large. Without manipulation, decryption failures happen with very
low frequency as the noise term is small with very high probability, for example in Kyber, the
probability for a decryption failure is less than 27139 [ABD+21b].

Causing Decryption Failures

If an attacker can cause an additional noise term in one coefficient occurring before or during the
error-correction phase, they may cause decryption failures depending on the noise term which,
in turn, depends on the secret key. In a decryption without manipulation, the noisy message
coefficient is distributed around either 0 or [%J, and the distribution is symmetric and has a

small variance. If an adversary adds or subtracts [%J — in the visualization of Figure 3.8b this

is a quarter rotation — the noisy message coefficient is distributed exactly around the boundary

of where a decryption failure occurs — either [34—qJ or [%J, respectively. This causes decryption
failures to happen with probability (almost) %; whether a decryption failure is caused depends on
the sign of the noise term. If the attacker can observe such decryption failures they therefore

learn an inequality of the form
(—1)°*(er” —s(er + Au)' + €3 + Av)y <0 (3.28)

where obs is 1 if a decryption failure occurred and 0 otherwise?, and the 0-th coefficient was being
targeted®. Figure 3.8 visualizes the occurrence of decryption failures depending on the noise term:
The situation where no decryption failure is caused is shown in Figure 3.8a, and the situation
with a positive noise term is depicted in Figure 3.8b.

Clearly, the obtained inequality is linear in the secrets e and s and may be written as an
inequality over the integers. This means that after m such observations, the attacker obtains a
linear system of inequalities

(e s)M<b (3.29)

where e and s are flattened to integer vectors with M e Z™*2%" and b € Z™.

The impact of compression. Note that in a scheme without compression, the attacker may
obtain equations instead of inequalities as described in [GJN20|: By using different introduced
errors, i.e., terms other than [%J, they may determine the minimum value causing an error. This
is equivalent to finding a value E two inequalities,

(er’ —s(ex + Au)" + ey 4+ Av)g+ E<0 (3.30)

and

T

(er” —s(er + Au)' + e+ Av)g+ E+1>0, (3.31)

4In the case of a decryption failure, the inequality is strict.
5Note that different coefficients may be targeted; 0 is then replaced by the corresponding index.
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(a) If the noise term is negative, no decryption failure is caused.

0

N

q

2

(b) If the noise term is positive, a decryption failure is caused.

Figure 3.8: A maliciously introduced error may cause a decryption failure depending on the noise
term (adapted from [Her23al).

where the 0-th coefficient was targeted. As the compression used on the relevant ciphertext
component in Kyber rounds a coefficient, including the introduced error, to the nearest multiple
of [,}%J = [2%J, this is implicitly prevented. Instead, an attacker may obtain more refined
inequalities using the same technique as demonstrated in [BDH+21b].

Impact of the FO-Transform

The additional error that potentially causes a decryption failure may be introduced by a chosen
ciphertext: As the decryption process is linear up until the error correction if an attacker adds
a [%J term to a ciphertext coefficient v, this error propagates into the recovery method; this
causes the situation described above. To be precise, the attacker first honestly generates a valid
ciphertext (u,v), adds [%J to coeflicient [ of the ciphertext component v;. This causes a decryption
failure depending on the noise term as described above. If the Public-Key Encryption (PKE)
variant of Kyber, KyberPKE, were to be deployed in a non-ephemeral scenario, the following
attack would recover the key:

1. Honestly® generate a valid ciphertext ct for a random message m.
2. Manipulate the first coeflicient of ct by adding a [%J term obtaining ct.
3. Send the ciphertext ct to the device or algorithm under attack.

4. Observe whether a decryption failure happens, and derive an inequality as described above.

6This means: By calling the encapsulation routine without any manipulation.
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5. Repeat until a sufficient number of inequalities have been derived.
6. Solve inequalities using the method described in this thesis in Chapter 67.

As already described in Section 2.2.3, Kyber uses an FO-transform similar to the one presented
in [TU16] to turn the IND-CPA secure KyberPKE into the IND-CCA2 secure KyberKEM, which
is commonly called Kyber. Clearly, the FO-transform prevents a pure chosen-ciphertext attack.

In the presence of an FO-transform, the decryption failure is still occurring, as the decapsulation
routine calls decrypt on the ciphertext. But regardless of whether a decryption failure occurs,
the decapsulation will fail: The comparison of the submitted ciphertext to the re-computed
ciphertext yields invalid — if no decryption failure happens, the decryption routine computes the
valid ciphertext ct and compares against ct.

If an implementation attack allows an attacker to observe whether a decryption failure occurred,
i.e., replaces step 4., the attack is possible again. This principle, in combination with an
implementation attack, is used by, e.g., [GIN20, BDH+21b, DHP+22, HPP21].

3.2.2 The Attack of Pessl and Prokop

Pessl and Prokop [PP21] use a fault attack on the decoding routine in New Hope and Kyber. They
thereby prevent an addition of [%J to one coefficient. This leads to the leakage of information
through inequalities as described in the previous section.

Attack Target

The attack of Pessl and Prokop [PP19] targets the decoding routine Compress(-, 1). The decoding
routine is the function described above mapping a noisy polynomial coefficient back to the original
message bit m — a coefficient is mapped to a 1 bit if and only if it is in {[%J ey [%J — 1}. In
Kyber, this is described by re-using the compression function with compression parameter d = 1.

A coefficient = is mapped to

Compress(z,1) = [%J mod 2. (3.32)
q

This is directly equivalent to the above description as an easy computation shows.
In the reference implementation (associated with the submission to the NIST contest [NistCfp]),
this is implemented in the function poly_tomsg which computes

(((x << 1) +q9/2) / ) & 1;

for each coefficient x. The bitshift to the left, <<, is mathematically equivalent to multiplication
with 2. Adding || causes the coefficient bit to be as if it was encoded to | %] (coming from a 0
bit) or [?’Q—qJ (coming from a 1 bit). Dividing by ¢ then thereby causes the least significant bit to
be 0 in the first and 1 in the second case. The & 1 retrieves the least significant bit — which is 0
if a 0 bit was encoded and 1 if a 1 bit was encoded®.

The authors now target the addition of [%J and prevent the addition of the term. Then, instead
of being close to | ] (coming from a 0 bit) or [3—2‘1J (coming from a 1 bit), the coefficient is close
to either 0 or [%J This is equivalent to subtracting [%J from x before calling the function (z is
multiplied by 2). This causes the effect described in the previous section: If the decryption noise

is negative, a decryption failure happens, otherwise, the decryption is successful.

"Note that solving these inequalities is not a trivial task.
8With very high probability.
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Attacker Model

The attacker model assumes the attacker to hold the public key pk and allows performing
arbitrary encapsulations resulting in a ciphertext ct and a shared secret K. They may then
submit the resulting (honestly generated and valid) ciphertexts to the device under attack. In
the decapsulation routine, a fault may be injected in the decoding function (poly_tomsg) of the
decryption routine as described in the previous section. The attacker can observe the result of
the decapsulation by observing the output K’ of the decapsulation and comparing it against K.

Countermeasures

The authors of [PP21] take an already published countermeasure into account and additionally
state countermeasures potentially preventing the attack.

The masking countermeasure of Oder et al. Pessl and Prokop [PP21] take the counter-
measures of a masked decoder presented in [OSPG18| into account. They conclude that the
attack is neither prevented nor requires more faults. This may not be the case for all masking
implementations, but the masking of [OSPG18] does not protect against their attacks. Note that
work of [OSPG18] additionally allows for another attack presented in the next section.

Proposed countermeasures. The authors also propose several countermeasures: Depending
on the use case a trusted third party may only sign ciphertexts or hold the public key. Thereby,
the attack is prevented as the possibility of generating or submitting ciphertexts is taken from
adversaries. Another generally applicable countermeasure against fault attacks is the introduction
of redundancy. The authors propose using double computations and note that using error-
correcting codes on the message m likely prevents their attack in its current form. The usage of
shuffling likely prevents their attack as the faulted coefficients cannot be determined in a shuffled
implementation. Finally, control flow integrity prevents their attack as the control flow is altered
by a skipping fault.

Ciphertext Filtering

The information contained in an inequality of the form of Equation (3.28) strongly depends on
the size of Av and es. Both values are under the control of the attacker (c.f. Algorithm 11).
Therefore, a straightforward but effective way to increase the obtained information is to filter
ciphertexts sent to the device if they surpass a certain threshold in Av and e;. Note that Aw is
potentially large * while |es| < 3 (see Section 2.2.3 and Table 2.1). The authors use the filtering
condition

|Av + es] < 10. (3.33)

Note that our work provides an analysis of ciphertext filtering in Section 6.2.3.

Inefficient Faults

In case of an unreliable fault, the attack may derive an incorrect inequality. This significantly
hinders the recovery process in general (see Section 7.2.3 for a precise evaluation), and with the
recovery method of this work prevents the attack with just > 1% of incorrect faults. Therefore,
the authors propose using only failing decapsulations as this rules out an inefficient (but not an
incorrect) fault. This requires about twice as many fault injections for a perfect fault. For a fault

9For example, Av € {—104,...,104} for Kyber512 and Kyber768.
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with f of all tries being effective, % of all faults lead to a decapsulation failure, and therefore

factor ﬁ as many faults are required.

Results

To evaluate their recovery method, the authors use a simulation that relies on the Kyber reference
implementation associated to submission specified in [ABD+19b]. Their recovery method is
described in detail in Section 3.3.3 where we also state the required number of inequalities. In
addition, they perform their attack using a ChipWhisperer [OC14] setup. Their experiments
confirm the feasibility but show a low success rate with their setup leading to a high number of
applied faults.

3.2.3 The Attacks of Bhasin et al. and D’Anvers et al.

Bhasin et al. [BDH+21b] and D’Anvers et al. [DHP-+22] present secured comparisons for the
FO-transform in Kyber as well as attacks on previous, flawed comparison operations in [OSPG18]
and [BPO+-20] (for [OSPG18] the fix is similar to [BDK+21b|). The attacks of [BDH+21b]
are part of a larger class of attacks: If an attacker can use a Side Channel Attack (SCA) to
differentiate whether a decryption failure happened, they may use a chosen ciphertext as described
in Section 3.2.1 to potentially cause a decryption failure and observe it using the side-channel.
This principle has been exploited on the example of timing leakage in the FO-transform of
FrodoKEM in [GIN20].

In addition to their countermeasures and attacks, the authors of [BDH+21b]| provide a test
framework to find such leakage; practical evaluation of their attacks is included as well. We give
a brief overview of their attacks and refer to their works for details; the relevant principle for this
thesis is already described in Section 3.2.1. The attack of [DHP+22] uses a higher-order attack
on [OSPG18] and the fixed versions in [BDH+21b, BDK+21b], and the authors describe how to
protect the comparison against such attacks.

Attack Targets

The authors of [BDH+21b] target the masked FO-transform comparisons presented in [OSPG18§]
and [BPO-+20] (c.f. Section 3.2.2). The implementation of [OSPG18| leaks through a side-
channel while [BPO+20] leaks through a side-channel and is, in addition, vulnerable to a pure
chosen-ciphertext attack — without exploiting any implementation vulnerabilities. The targeted
comparison operation is part of the FO-transform and checks whether the re-encrypted ciphertext
is equal to the originally submitted ciphertext. The authors of [BDH+21b] exploit the fact that
both masked implementations unmask partial comparisons and thereby leak information. In
addition, they show that the method of [BPO+20] in some cases accepts manipulated ciphertexts
and that this allows launching a collision attack.

Results

The authors of [BDH+21b] evaluate their attack experimentally on the ARM-Cortex M4 imple-
mentation PQM4 [KPR+] with integrated implementation of both comparison operations. They
thereby show the feasibility of their attack but do not perform a full end-to-end key recovery.
The authors of [DHP+22] perform a full key recovery utilizing the method presented in [HPP21|
and in this thesis.
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3.2.4 The Attack of Delvaux

The attack of Delvaux [Del22] is a follow-up work to the attack strategy presented in this thesis
and in [HPP21]. We only very briefly describe the difference regarding the attack target and refer
to Chapter 5 as preliminary for this section.

The attack of [Del22] uses a similar principle to [HPP21]: A chosen ciphertext carrying an
additional [%J term is submitted to the device under attack, and a subsequent fault removes this
in the temporarily stored ciphertext which is used for the comparison operation. In contrast
to our attacks, they fault a wider variety of locations and operations circumventing various
countermeasures. In addition, they carry out the attack on a physical device confirming that the
class of attacks is feasible in practice.

3.2.5 Fault Attacks with Different Targets

Using a fault, multiple works suggested countermeasures against or variants of attacks skipping
the re-encryption check of the FO-transform as well as multiple other skipping faults that allow
for key recovery [VOGR18, OSPG18, BGRR19, XIU-+21]. As the FO-transform is the chosen
measure to avoid chosen-ciphertext attacks, disabling it again allows for chosen-ciphertext attacks.
In turn, the FO-transform comparison step is usually protected mitigating the impact of such
attacks. Ravi et al. [RRB+19] target key generation and encapsulation by using a fault to prevent
using a domain separator during the expansion of a secret. Valencia et al. [VOGR18] attack plain
RLWE schemes in numerous ways; their methods do not target IND-CCA2 secure schemes and
do not apply to, e.g., Kyber. Thus, these fault attacks either do not evade known countermeasures
or do not target the error correction in Kyber and are therefore out-of-scope in regard to our
research questions.

3.2.6 Limitations of Priors Attacks

The attack of Pessl and Prokop [PP21] requires that a specific point of attack is insufficiently
protected (standard countermeasures prevent the attack). In addition, it targets a specific imple-
mentation and requires a reliable fault; while ineffective faults do not prevent the attack (only lead
to more faults being required), incorrect faults, i.e., faults faulting the wrong operation. Therefore,
shuffling countermeasures thwart the attack even with a low level of incorrect faults/entropy.

The attacks of [BDH+21b| and [DHP-+22| have been carried out in practice on a physical
device and represent a class of attacks that likely applies in a wide range of scenarios. But those
attacks require side-channel leakage and the authors already explain how to prevent — or at least
reduce — such leakage in the analyzed comparison operations. The attack of Delvaux [Del22] is a
follow-up work to [HPP21], which is part of this thesis and their work makes use of our attack
strategy.

3.3 Key Recovery Methods

The attacks in Section 3.2 and Chapter 5 show the relevance of decryption failures in LW E-based
cryptography. Whenever an implementation attack allows observing whether a decryption failure
happens — be it using a side-channel or a fault turning the FO-transform into a decryption failure
oracle — an adversary obtains information about the secret key. As we saw in Section 3.2.1, the
leaked information is obtained in the form of inequalities. Obtaining the secret key from this kind
of information leakage is not a trivial task, and several recovery methods have been proposed:
Pessl and Prokop [PP21] developed a method for their attack (c.f. Section 3.2.2). Delvaux [Del22]
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improved upon the method of [PP21] and the method proposed as part of this thesis in [HPP21].
The attack of [BDH+21b] utilizes the more general framework of Dachman-Soled et al. [DDGR20]
for estimates but does not perform a full key recovery. The attack of [DHP+22] uses the
method presented in [HPP21] as part of this thesis. In addition, the failure boosting attack
of Fahr et al. [FKK+22| on FrodoKEM [BCD-+16, ABD-21a| retrieves and solves inequalities;
those inequalities differ from the previously described inequalities as the coefficients are strongly
correlated to the secret key coeflicients. For this attack, another key recovery method has been
developed by Dachman-Soled et al. [DGHK22| and published as an extension of the framework
of [DDGR20].

3.3.1 Attacker Model

Recall from Section 3.2.1 that the attacks described above retrieve inequalities of the form
(er” —s(eq + Au)' +ep + Av); <b (3.34)

where [ is the index of the erroneous coefficient. The coefficients of all coefficients are small enough
for no reduction modulo ¢ to happen, and this is clearly a linear equation in (e,s). Therefore,
the inequalities may be written using M e Z2+"*™ as

xM < b (3.35)

where x € Z?*" is the flattened key (e,s) over Z, and m is the number of inequalities. The
coefficients of x are the key coefficients sampled as specified by the Kyber algorithm descrip-
tion [ABD+21b]. Additionally, the adversary is given access to the public key equation

sAT +e=be R" (3.36)

From these equations and inequalities, the adversary is asked to find the secret key x. Note that
finding half of the coefficients of x is sufficient, as the public key equation is an n-dimensional
system of equations over x with 2n unknowns. Therefore, recovering n coeflicients of x gives the
remaining n coefficients by solving the system of equations.

3.3.2 The Frameworks of Dachman-Soled et al.

The framework of Dachman-Soled et al. [DDGR20] provides a general approach to side-channel
information in LWE-based schemes. The authors define several types of hints which allow to
reduce the security of the LWE instance. To be precise, the LWE instance directly gives a
Bounded Distance Decoding (BDD) instance. This instance is then embedded into a Distorted
Bounded Distance Decoding Problem (DBDD) instance. The DBDD is related to the BDD
problem (see [DDGR20] for details).

Applying a hint, as proposed by the authors, gives another DBDD instance that is easier
to solve. After all hints have been integrated, the final DBDD instance is embedded into a
unique Shortest Vector Problem (USVP) instance which can be used to recover the secret key
using lattice reduction. The main difference to the standard primal attack, i.e., using Kannan’s
embedding from BDD to USVP and then using lattice reduction to solve the USVP problem, is
the integration into DBDD allowing for hints integration.

Given an LWE secret x = (e, s), the corresponding lattice £, a known vector v, a value [, a
modulus £'°, and a variance o, the authors define the following hints:

10This is not the Kyber parameter k.
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e Perfect hints: xv' = [.

e Modular hints: xv' =1 mod k.
e Approximate hints: xv' = [ + N, (0).
e Short vector hints: v € £ where v is small.

The authors explain how approximate hints may be used to model decryption failure information.
Note that the decryption failures integrated in [DDGR20] are assumed to occur without manipula-
tion, and therefore the results differ from the inequalities obtained in the attacks we consider; the
information obtained in [FKK+22] may be solved with an extension the framework [DGHK22].
Therefore, we here describe the method of [BDH+21b] which relies on [DDGR20] to estimate the
security after having obtained inequalities.

The authors of [BDH-+21b] use an approach similar to [GIN20] to obtain their inequalities;
they use the same honestly generated ciphertext with several varying introduced errors. Due to
the Kyber compression, this does not allow them to obtain an equation. Instead, inequalities
are obtained, which only give an approximate value for v —su' in a range of length 2¢+1 = 25,
Assuming a uniform distribution on the set S = {—Qd”, s, 2% — 1}, the authors of [BDH-+21b]
use an approximate error distribution with variance o to obtain the hint

xv' =1+ N,(0), (3.37)

where v, [, and ¢ can be computed from the inequalities.

These approximate values may then be used in the framework of [DDGR20]. The resulting
lattice L, after integrating an approximate hint, is given by iterating over all possible values
e € support(N,(0)) and intersecting with all

I={xel|xv =l+e}. (3.38)

The remaining DBDD parameters are adjusted accordingly.

Extension to Decryption Failures

The failure boosting attack of Fahr et al. [FKK+22| on FrodoKEM obtains decryption failure
information in the form of inequalities. They notice that the framework of [DDGR20] is com-
putationally difficult to use in practice for an end-to-end key recovery in their case. Therefore,
the authors of [FKK+22| present their own statistical recovery method. Subsequently, to im-
prove upon the results of [FKK+22], Dachman-Soled et al. [DGHK22] extend the framework of
Dachman-Soled et al. [DDGR20] with a method solving inequalities of the form as [FKK-+22]
obtains them. The decryption failures arising in [FKK-22] conceptually differ from the decryption
failures arising in attacks such as [PP21, BDH+21b, BDH+21b| as the failure boosting technique
causes inequality coefficients to be strongly correlated to secret key coefficients, which occurs
similarly in decryption failures without manipulation.

Limitations in this Use Case

Pessl and Prokop in [PP21] note that the framework of Dachman-Soled et al. [DDGR20] may
be used to solve for the secret key; nevertheless they developed their own method. Later, the
authors of [DHP+22] note that the framework seems to be challenging to use for this concrete
use case due to computationally complexity; in addition, the estimates of [BDH+21b] yield higher
numbers than required for the full key recovery in [HPP21]. This implies that the framework is
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suboptimal in the case of this kind of decryption failure (c.f. [DHP+22, Section 3.1]), which is
not surprising given its generality, and the fact that it was not specifically made for decryption
failures on Kyber. Fahr et al. [FKK+22] also develop their own method, but their inequalities
differ due to a higher correlation coefficient. Dachman-Soled et al. in [DGHK22| subsequently
improved upon the method of [FKK+22], but neither method is directly applicable to decryption
failures arising in previous attacks such as [PP21, BDH+21b, BDH+21b] due to the different
nature of the inequalities.

3.3.3 Recovery Method of Pessl and Prokop.

Pessl and Prokop [PP21] developed a first method to practically solve the arising inequalities.
They noticed that more information than the algebraic information from the public key equation,
i.e., the lattice problem, and the inequalities are available: For every coeflicient, the attacker
knows the exact distribution it was sampled from. In Kyber, these distributions are binomial
with 7 = 3 for Kyber512 and n = 2 for Kyber768 and Kyber1024!!. The distributions represent
the initial probability for every coefficient; the inequalities allow for an updating of probability
distributions. Thereby, using repeated updating, the vector of distributions converges against
distributions giving the secret key by taking the likeliest value in every coeflicient; that is if
enough inequalities are available. The authors also report an unsuccessful attempt at using a
linear programming solver.

Updating Process

The recovery method work iteratively updates the probability distributions for the unknown key
coefficients of x = (e, s) € Z?". We denote the vector of random variables representing x as

Xs = (XS,07 e aXs,Qn—l) (339)
and the corresponding distributions as
DS = (DS,Ov ceey Ds,2n71) (340)

where 7 is the index of the coefficient, and ¢ is current step. For ¢t = 0,

D = (Binom(n), ..., Binom(n)) (3.41)
The i-th inequality is denoted as
2n—1
§=0
In each step s 4+ 1, for every inequality and every index i € {0,...,2n}, the leave-one-out
distribution to the random variable
2n—1
St+1,j = Z G,thy]' (343)
Jj=0,i#j
is computed. This allows computing
P(Xpi+ Y, a;Xp; <bi|Xp; =) (3.44)
Jj=0,i#j

HNote that at the time of the attack of [PP21], the parameters slightly differed.
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for all 2’ € support(Binom(n)). The updated distributions,

2n—1

P(Xt-‘rl,i = .23/ ‘ Z anj < bk), (345)
7=0

are then given by computing

P(Binom(n) = .’1?/) : P(Xt)i + Zj:(),i;éj ant,j < bi|Xt’j = 3?/) (3 46)
T .

Y P(Binom(n) = a”) - P(Xei + 255 0 145 0 Xej < bil Xy 5 = a”)

Thereby all X; ;41 for the i-th inequality, Equation (3.42), are computed. Repeating the routine
for all inequalities gives updated probabilities for all coefficients. After each step, the likeliest
coefficient is plugged into the public key equation — if the equation is fulfilled, the secret key has
been found.

Optimizations.

Pessl and Prokop [PP21] use several optimizations for improved convergence as well as for
performance.

Clustering. The first optimization improves the convergence rate: Instead of working with a
probability distribution per key coefficient, they consider the joint probability distributions for a
cluster of coefficients. The clusters are recomputed during the update iterations, and unlikely
values are dropped (improving performance). Note that using one cluster with all key coefficients
corresponds to an exact computation of the probability, which would result in optimal values but
is computationally infeasible.

Sums of Random Variables For two random variables, X, Y the distribution of X + Y is
given by the convolution of the distributions of X and Y, i.e., in the discrete case

P(X+Y=a)= > PX=2)P(Y =a-2) (3.47)

zesupport(X)

Thus, an FFT may be used to efficiently compute the distribution of X + Y. The authors use
this fact to efficiently compute Equation (3.43).

In addition, they use a binary tree structure to avoid re-computations arising when computing
all Equation (3.43); this structure is also used and described in detail in [HPP21]. First, all the
Fourier-transforms of all j1; ; are computed; we denote them ; here for convenience. Then, the
upward tree is constructed, and the first layer is initialized with the ¢; for ¢ € {0,...,2n}. In the
following layers, each node has two parents and contains the point-wise product of their parents.
The last layer, of index log,(n) — 1, has only two nodes which are the products of half of the g;.
Lastly, the downward tree is computed: The top layer of the downward tree is initialized with the
two nodes of the upward tree’s last layer but in swapped order. Every following layer is computed
by multiplying the child node of the downward tree (which is already computed) with the sibling
node in the upward tree. The first layer at index ¢’ now holds the products

[ (3.48)

i1

which allows obtaining the leave-one-out distributions we aimed to compute.
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Table 3.2: Approximate number of required inequalities required for a success rate (SR) greater
than 0 and equal to 1 as reported by Pessl and Prokop [PP21]. Note that Kyber512 has since
been updated and the required number of inequalities will be higher for the newest version.

Variant Inequalities SR > 0 Inequalities SR =1
Kyber512 5500 7500
Kyber768 8500 10500
Kyber1024 11000 12500

Results

We differentiate between results regarding performance and regarding the success rate per number
of obtained inequalities.

Performance. While the recovery method of [PP21] is fairly efficient in terms of computation
time, the amount of required RAM is rather large. They report a runtime well below an hour
for all their tested scenarios featuring up to 15000 inequalities. The RAM consumption is at a
minimum of 24 GB for Kyber512 (with 6300 inequalities) and at a maximum 61 GB for Kyber1024
(with 13000 inequalities).

Number of inequalities. The authors of [PP21] report numbers stated in Table 3.2 of required
inequalities for a success rate greater than 0 and for a success rate of 1.

Error Resistance The method of [PP21] allows for a very small amount of incorrect inequalities
but drops to a single-digit success rate when more than 1% of inequalities are incorrect.

3.3.4 Recovery Method of Delvaux.

The recovery method of Delvaux [Del22] improves upon the original method presented in [HPP21].
The author simplifies several computations by replacing them with approximations; this brings
the runtime down from a few minutes on a multithreaded machine to a few seconds on a single
thread. Unfortunately, the performance in terms of required inequalities is also increased by
about 50% (see Section 7.2.3).

The main improvement in the method of [Del22] (note that their work additionally improves
the fault attack itself) is introducing error resistance. This means that they are able to recover
the key in the presence of up to 60% incorrect inequalities. The error resistance is achieved by
including the probability of an inequality being incorrect in their Bayesian updating process
which is, apart from this, an approximation to the updating process used in [HPP21].

Recovery Method

The author of [Del22] proposes to use the central limit theorem to approximate the term computed
in Equation (3.43). They note that a large number!'? of binomial distributions are summed up
in early iterations. Such a sum converges against a normal distribution by the central limit
theorem. Thus, the author approximates by a normal distribution, which reduces the computation
time. Note that their approximation only holds in early iterations, but they conjecture that the
distributions in later stages are close enough to point distributions for this to not be relevant.

12To be precise: 2kn binomial distributions.
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Their practical experiments show that this is true for large numbers of inequalities, but the
performance in terms of required inequalities to retrieve the key is worsened.

Apart from the performance improvements, the author integrated error resistance into their
solving method. This is achieved by implementing a proposed already mentioned in [PP21]: In
every update step, they consider the probability p of an inequality to be correct, and the update
process for the i-th coefficients computes

p- P(X,,; =2’ | inequality correct)+ (3.49)
(1 —p)- P(Xs,; = 2’ | inequality incorrect). (3.50)

This value is then used to update the probability distributions instead of
P(X,; = 2’ | inequality correct). (3.51)

Thereby, the updating process takes incorrect inequalities into account and thus allows retrieving
the secret key even in the presence of incorrect inequalities.

Performance

In terms of memory and computation time, the implementation of [Del22] is extremely lightweight
for a key recovery method and is reported to be able to run in a virtual machine on a normal
laptop finishing in no more than a few seconds. In terms of required inequalities, the author
of [Del22| considers two main scenarios: In the first scenario, all inequalities are correct and
assumed to be correct; this is then evaluated with filtered and unfiltered ciphertexts on the
example of Kyber512. The filtered scenario is also evaluated for all three Kyber security levels. In
the second scenario, they simulate their attack and assume inequalities to be potentially incorrect;
this scenario is evaluated for fault correctness probability f € {0.1,0.2,0.3,0.4,0.5}; in this case,
only filtered ciphertexts are used to create the inequalities. As the author does not state their
success rate but the success probability per coefficient (leading to a success probability of about
0.33 with no inequalities, i.e., without attacking), we only state the number of inequalities leading
to a success rate of 1. Note that the attack uses the Kyber512 as specified in [ABD+21b| as
opposed to [PP21]| which targets an older version [ABD+19b|. Their results for Kyber512 in
terms of the number of inequalities required for success rates = 1 are depicted in Table 3.3.

Table 3.3: Approximate number of required inequalities to recover the secret key with success rate
1 for Kyber512 as stated in [Del22]. Note that the f € {0.5,0.4} are left out as in those scenarios
inequalities do not give any information and should be removed; the results for those scenarios
can be found in [Del22].

Filtered Unfiltered f=09 f=08 f=07 f=06
8500 14500 11000 14500 19000 20500

3.3.5 Limitations of Prior Methods

Several types of recovery methods exist as reiterated in this section. Of those methods, three
statistical solutions are engineered for the particular use case of inequalities in Kyber as occurring
in, e.g., [BDH+21b, PP21]. The framework of [DDGR20, DGHK22]| uses an algebraic approach for
decryption failure information but is not practical in the case of the aforementioned inequalities.
The statistical methods do not allow for security estimates in partial attacks, i.e., they give no
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information on remaining bit security if the number of inequalities does not suffice to recover the
key. Delvaux [Del22] offers error resistance but requires a suboptimal number of inequalities for
key recovery. A computationally practical method achieving the current minimum of required
inequalities and error resistance that also gives security estimates for partial attacks is yet missing.

3.4 Summary

Summarizing, we conclude that while several evaluations of implementation attacks on lattice-
based key exchange schemes already exist, some areas are yet underanalyzed, and the questions
posed in Section 1.1.2 are still unanswered. This particularly affects the vulnerability of the NT'T,
the exploitation of information leakage through decryption failures, and key recovery methods
to obtain the secret key from decryption failure information. As these building blocks of the
decapsulation routine process the secret key, understanding attacks that are not prevented by
known or straight-forward countermeasures is highly relevant.

In the area of side-channel analysis on the NTT, the attacks of [PPM17] and [PP19] are
powerful — in the sense that they only require a single trace and have been carried out on a
physical device in practice — but cannot target the secret key or a masked implementation in a
setting with increased measurement noise. The attack of [XPR+22] does not require recording
templates but depends on small values as output of the inverse NT'T and does not target masked
implementations. In addition, no adaptations to shuffling countermeasures in attacks on the NTT's
have yet been proposed; therefore, a realistic vulnerability analysis that takes countermeasures
into account is missing.

Further, it is yet unclear how decryption failures can be used for generic implementation
attacks that do not require an obvious target to be unprotected!®. The vulnerabilities pointed
out in [GJN20|, [BDH+21b|, and [DHP+22| require either timing leakage or an inadequately
protected comparison operation; these works also propose appropriate countermeasures. Pessl
and Prokop [PP21] target the error correction and exploit decryption failures using a fault, but
the attack is prevented by shuffling the decoder, and the fault need to be reliable.

In the area of key recovery using belief propagation, it is yet unclear how incomplete retrievals
may be improved upon using the underlying lattice problem. This is particularly important for
attacks in which decryption failure information occurs, as in [PP21, BDH+21b, HPP21, DHP+22,
Del22]. While several methods [PP21, HPP21, Del22] and a general framework [DDGR20,
DGHK?22] exist, a comprehensive method allowing for error-tolerant key recovery in practice that
enables security estimates is still missing. This means that in cases where the secret key cannot
be recovered fully, the remaining bit security in the instance of the scheme cannot be estimated.

In summary, several questions regarding attacks on the main components of the decapsulation
are yet unanswered. These concern the requirements on the capabilities of the adversary, the
target of the attack, prevention by single or standard countermeasures, and the availability of
security estimates for partial attacks. Table 3.4 summarizes the aforementioned attacks as well as
the attacks presented in this thesis in regard to the relevant criteria.

13Note that [Del22] provides an answer to this question but is follow-up work to our results in [HPP21].
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Table 3.4: Overview of related work regarding the required capabilities to carry out the attack, the target of the attack, if such attacks
are prevented by countermeasures or incorrect data, and whether security estimates are available after partial attacks. Note that security
estimates for belief propagation based attacks can be obtained using techniques presented in this thesis. Also note that the table, in
particular in regard to countermeasures, merely gives a strongly simplified overview, details can be found in the previous chapter. Green
indicates more favorable properties.

Work Attacker Capabilities Long-Term Secret Countermeasures/Error-Tolerance Security Estimates
Attacks on the NTT — Section 3.1

[PPM17] Template Attack (o < 0.6) Yes Evades Masking, Prevented by Shuffling No

[PP19] Template Attack (o < 2.0) No Evades Masking, Prevented by Shuffling No
[XPR+22] Simple Power Analysis Yes Prevented by Masking No

This Thesis Template Attack (up to o < 3.1) Yes Evades Masking and Shuffling Yes

Attacks on the Error Correction — Section 3.2
[GIN20] Timing Attack (on Comparison) Yes Prevented by Constant Time No
[BDH+-21b] Power Analysis (on Comparison) Yes Requires Faulty Comparison Yes, but overestimates security
[PP21] Reliable Fault (on Decoding) Yes Prevented by Shuffling No
[DHP+22] Power Analysis (on Comparison) Yes Prevented by 2"d-order Masking No
[Del22]“ Unreliable Fault (Multiple Locations) Yes Evades Multiple Countermeasures, Prevented No
by Redundancy and Shuffling
[FKK+22] Rowhammer (Key Generation) Yes Prevented by Hardware Optimizations, Re- Yes?

quires Rowhammer Vulnerability, Requires Ac-
cess to Key Generation

This Thesis Unreliable Fault (Multiple Locations) Yes Evades Multiple Countermeasures, Prevented Yes
by Redundancy and Shuffling

Key Recovery from Decryption Failures — Section 3.3

[PP21] Obtain 7500 Inequalities® Yes Marginally Error-Tolerant No
[Del22] Obtain 8500 Inequalities® Yes Error-Tolerant No
[DDGR20] Obtain > 10000 Inequalities? Yes Prevented by Incorrect Inequalities Yes
[DGHK22] Obtain Correlated Inequalities® Yes Prevented by Incorrect Inequalities Yes
This Thesis Obtain 5500 Inequalities® Yes Error-Tolerant Yes

%The work of [Del22] is a follow-up up attack to our work.

®Using the method presented in [DGHK22].

¢In Kyber512, uncorrelated with the coefficients of the secret key, for a success rate of 1, obtained using filtered chosen ciphertexts.
@As estimated in [BDH+21b| using obtained approximate equations.

€Correlated inequalities arise in failure boosting attacks which are out-of-scope for this thesis/our research question
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Chosen-Ciphertexts k-Trace Attacks

The Number Theoretic Transform (NTT) enables fast multiplication in some Ring Learning
with Errors (RLWE) and Module Learning with Errors (MLWE) based schemes, and proposals
for broader usage exist as well [LS19, CHK+21]. In a common construction of MLWE based
schemes the inverse NT'T processes the secret key; this is also the case for Kyber, which is the
primary candidate for Key Encapsulation Mechanisms (KEMs) selected for standardization by
the National Institute of Standards and Technology (NIST). Therefore, the NTT is a target for
side-channel analysis, and understanding attack strategies against the (inverse) NTT is crucial to
develop countermeasures and secured cryptographic devices.

Primas, Pessl, and Mangard [PPM17] introduced a template attack on the inverse NTT during
decryption that targets the long-term secret. As this allows only for low noise tolerance, Pessl and
Primas [PP19] target the key generation and introduced modifications to the belief propagation
of [PPM17]; they thereby improve the noise tolerance. While the latter attack increases noise
tolerance by a large amount, it — in most use cases — fails to target the secret key of the KEM.
In addition, masking effectively reduces the noise tolerance.

In [HHP+21], we present an attack strategy exploiting the lower dimensionality of the rings in
the NTT domain. By exploiting this fundamental property used to speed up the multiplication,
our method allows an adversary to reduce entropy during the computation of the NTT by
canceling out values using a chosen ciphertext. The ciphertext is sent to the device, and the
following decryption process is targeted by a template attack. A subsequent recovery phase
consists of belief propagation and an algorithm recovering the key from the obtained coeflicients.
Thereby, we may target the secret key with substantially increased noise tolerance — the standard
deviation of the noise can be increased by a factor of up to greater than 5 (see Section 7.1.2).

In [HSST23], we explain how to adapt the attack strategy to the shuffling countermeasures
of [RPBC20]. We introduce novel statistical techniques to adapt belief-propagation-based attacks
to shuffling countermeasures. We propose an adaptive belief propagation node, which modifies
the algorithm during execution based on observed data, as well as an algorithm that reverts
permutations based on interlayer information. Using these techniques, as well as a straightforward
adaptation to a masking technique, we show that these countermeasures can be circumvented —
but this lowers the noise tolerance —, and we provide an assessment of their impact.

Our methods and techniques improve upon the noise tolerance and allow for a vulnerability
assessment of the number theoretic transforms, in particular in regard to countermeasures. We
explain our attack strategy on the example of Kyber but similar strategies very likely also apply
in different settings as the principle of reducing the entropy during multiplication is not only
beneficial when targeting NTTs. Further, our techniques to adapt to shuffling countermeasures
is first and foremost a belief propagation technique and not limited to the NTT in Kyber.
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Chapter 4 Chosen-Ciphertexts k-Trace Attacks

4.1 Attacker Model

We assume that the adversary has the ability to submit ciphertexts to the device under attack;
access to the public key is not necessarily required but likely allows improving upon the key
recovery (but this is not part of our work). In addition, the adversary may perform a template
attack on the execution of the inverse NTT and correctly assign probability distribution to
individual load and store operations of butterfly in-and outputs. In the plain attack without
shuffling countermeasures, load operations are only required to leak information in the first layer;
parts of the adaptation to shuffling countermeasures require all load and store operations on
intermediate butterfly in- and outputs to leak. In [PPM17] and [PP19], a similar attacker model
(excluding the chosen ciphertext and only targeting either load or store operations per layer) was
used in addition to targeting a real-world device to prove the practicability of the attacks.

4.2 Attack Strategy

The attack works in four main phases as depicted in Section 4.2: First, a ciphertext is computed

(P roRmm |
amial Template

Matching

: Belief

Craft ciphertext Recover s «—!

Figure 4.1: Attack strategy of k-trace attacks (adapted from [Her23b]): A chosen ciphertext is
sent to a device. The ciphertext has the property that it leads to a large amount of zeros in the
NTT. A template attack as in [PPM17] and [PP19] is employed (dashed box in the upper row)
and results in probability distributions for intermediate inverse NT'T value. These distributions
are fed into a belief propagation and the final recovery obtains the secret key.

which has the desired feature to be sparse in NT'T domain. This ciphertext is sent to the device

under attack, where it is decompressed and fed into, firstly, an NTT. Then, the dot product

between the secret key s and the ciphertext is computed. The result, now containing information

about the secret key, is transformed using an inverse NT'T — this is the computation we target.
To be precise, the device, given a ciphertext consisting of (v, u), computes

v — INTT(NTT(Decompress(u)s ') (4.1)

As our ciphertext was sparse in NTT domain and the multiplication of components during the
computation of the dot product is pointwise, the entropy during the inverse NTT (INTT) is
reduced. This leads to the second part of the attack, namely the template attack on the inverse
NTT targeting load and store operations; the template attack is as in [PP19], and we refer to
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their work (also summarized in Section 3.1.3) for details. Section 4.2 depicts the point of attack
in the decryption routine.

As in previous work, we assume that in the first layer, load operations, and in all following layers,
store operations are targeted. From the template attack, we obtain probability distributions for
intermediate values.

The third and fourth part deal with recovering the key. As in previous work, we first employ
a belief propagation step to recover the parts of the key which are directly contained in the
measurements. Then, as the final step, we need to recover from partial information — as the secret
key is only partially contained in our data, we need to recover the full key from partial data. This
works by exploiting the NTT structure again and thereby using one to eight runs to recover the
key.

o K

Figure 4.2: Point of attack for the side-channel analysis as part of the attack; the figure details
the upper row of Section 4.2. The targeted subroutine, the inverse NTT, is depicted in red.

4.3 Construction of the Ciphertext

The first step of the attack is the pre-computation of a ciphertext with the property to reduce
entropy in the inverse NTT call during decryption. As reiterated in Section 2.2.3, a ciphertext ct
in Kyber has two components: u and v. The computation we target is the inverse NTT (INTT)
in the following calculation:

INTT(NTT(u)s")). (4.2)
The input to the inverse NTT is
k—1
a8’ = > s (4.3)
=0

Therefore, to reduce the entropy during the NTT, u should be component-wise sparse when
transformed to NTT domain. We call this property being NTT-sparse, i.e., a polynomial a € R
is NTT-sparse on Z if

a;, =0YieZ (4.4)
and a vector of polynomials (ag,...,ar—1) € R* is NTT-sparse on Zy,...,Z,_1 if a; is NTT-
sparse on Z; for all [ € {0, ...,k — 1}. In other words, the zero set Z contains indices of a that have
to be zero. We require u = (ug, ..., ux—1) to be NTT-sparse, this means to have NTT-sparse

components with (possibly different) Zy, ... Zx_1; for example, one component, say u;, could
NTT-sparse on a set Z; and all others might be 0 € R, i.e., Z;y = {0,...,255} for I’ # I.

Kyber uses a lossy compression routine to compress u. This compression routine is applied
coefficient-wise, i.e., every coefficient of every component of u is compressed separately. The
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compression prohibits a trivial computation to obtain an NTT-sparse ciphertext component: If
we merely compute an NTT-sparse ciphertext component a € R, then

a’ = Decompress(Compress(a)) # a (4.5)

with very high probability. The NTT which is applied to a after decompression mingles up
(almost) all coefficients, and thus no sparseness in NTT-domain is retained. Therefore, if we
naively computed an NTT-sparse ciphertext component u, the compression, later decompression,
and NT'T would result in a non-sparse polynomial 0; see Figure 4.3. We therefore also require
the components of our ciphertext u to be compressible. A polynomial a € R is compressible if

Decompress(Compress(a)) = a (4.6)

and a vector of polynomials is compressible if all of its components are compressible. If a ciphertext
component u is NTT-sparse and compressible, it stays the same and therefore NTT-sparse under
compression and decompression. Thus, a NTT-sparse and compressible ciphertext component u
allows us to reduce the entropy during the computation of the targeted inverse NTT. Figure 4.3
shows the functions applied to a chosen ciphertext sent to a device.

[ NTT ]—»[dot product]—» INTT

Figure 4.3: Kyber processing an NTT-sparse ciphertext u: The first component of an incoming
ciphertext is first decompressed, then transformed into NTT domain where it becomes sparse,
multiplied with the secret, and then, finally, the result is re-transformed to normal domain.
Sparseness is needed in the multiplication step and needs to be maintained during decompression
while still being in normal domain.

4.3.1 Compression and Compressibility

We first explain how to obtain compressible polynomials. Compression does not only work
component-wise on a vector of polynomials but in fact coefficient-wise, i.e., every coefficient is
compressed separately. Therefore, we may define compressibility for a coefficient ¢ € Z, with
ce{0,...,q— 1}, as well:

Decompress(Compress(c)) = c. (4.7)

For an element ¢ € F,, compressibility is defined as being compressible as element of Z in
{0,...,q — 1}. With this definition, a polynomial is compressible if and only if all coefficients,
interpreted as integers, are compressible. As reiterated in Section 2.2.3, compression and decom-
pression in Kyber is given by the functions
Compress(c) = [(Qd/q)cj mod 29, (4.8)
Decompress(c) = [(g/2%)c|,

for a compression factor d. In the relevant compression calls, d is chosen to be either 10 or 11.
Recall from Section 2.2.3 that during compression, the ¢ values of F, are mapped to a multiple
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of 2¢/q, and that during decompression, k2%/q, for k € {0,1,...,2% — 1} is mapped to kq/2%.
Thus, as visualized in Section 4.3.1, ¢ € Z (in our case a coefficient of a polynomial a € R) is
compressible if and only if it is the closest integer to a multiple of 2?/q. The closest integer
multiple to ¢ is given by Compress(c)q/2%. Therefore, to be compressible,

2%¢ — Compress(c)q (4.10)

needs to be sufficiently small.

0

Figure 4.4: Visualization of the compressibility property with d = 3 and q¢ = 23: Grey polynomial
coefficients are mapped to the index of the closest blue compression point. The two arrows show
two coefficients mapped to the same index (3), but only the lower point is mapped back to itself
and is therefore compressible. In general, only the closest coefficient to a compression point is
compressible.

We can now formulate compressibility as a lattice problem: Let Lcompr be the lattice generated

by the rows of
d
Greompr = (2 I“) . (4.11)

qI,
Then for
b = (a, Compress(a)) (4.12)
for a € Z™ we have
Cc= chompress (413)
= (2%ap — g Compress(ag), . . . , 2%a,,_1 — g Compress(a,_1)) (4.14)

and a is compressible if and only if ¢ is sufficiently small. Additionally, we may obtain a from c
by reducing ¢ modulo ¢ and divide by 2? + ¢Z, i.e.,

(4.15)

Therefore, to find compressible polynomials in R = Fy[z]/(z™ + 1), we may block reduce the
lattice £ given by G to obtain a vector ¢ € Z™ which we interpret as an element of R and divide
by 2¢ + ¢Z.

IThat is, small enough to fulfill the property above, i.e., ¢ being the closest to a compression point.
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4.3.2 NTT-Sparseness as Lattice-Problem

If a,b € R are NTT-sparse on an index set Z < {0,...,n — 1}, then clearly so are a + b as well
as Aa for A € Z because the NTT is an isomorphism of modules. Therefore, the vectors a € Z™
which are sparse in R when interpreted as elements of R and transformed to R by the NTT
form a lattice. Let N~! be the NTT-matrix (see Section 2.2.3) where rows with indices in Z are
removed; i.e., the matrix

N~! = (INTT(e;)) for i € {0,...,n —1}\Z (4.16)

where e; denotes the i-th standard basis vector of the R™. For a € Z" with corresponding a € Z",

we have
a=N"'a modq (4.17)

and therefore, for some k € Z"
a=N"'a+ ¢k (4.18)

Thus, the lattice Lqparse 0f vectors which give sparse polynomials is generated by

-1
Gsparse = (N ) . (419)

ql,

4.3.3 Combining Comressibility and Sparseness

We may now formulate the problem of finding an NT'T-sparse polynomial a as a lattice problem:
For a vector a € Z™ to map to a compressible and N'T'T-sparse polynomial a € R, it suffices to be
a sufficiently small element of Leompr and any element of Lgparse. Therefore, clearly, it suffices to
be a sufficiently small element of Lcompr N Lsparse: AS Leompr 1S generated by

271,
Gcompr = (qIn ) (420)

and Lgparse is generated by

Nfl
Gsparse = <qIn ) ; (421)

GJZ(WN;j (4.22)

We can easily verify that an element of the lattice generated by G gives an N'T'T-sparse compressible
vector: Let a € Z™ with corresponding NTT-vector a € Z™ and let

the intersection is generated by

b = (&, Compress(a)) (4.23)

then
c=bG (4.24)
= (2%ap — ¢ Compress(ay), . . ., 2%a,_1 — g Compress(a,_1)). (4.25)

If c is sufficiently small, a is compressible. In addition, a is NTT-sparse by definition of N1,

Therefore, we may find compressible NTT-sparse polynomial a € R by finding a small vector ¢ in
G and then computing

c+qZ

Tz

(4.26)
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4.3 Construction of the Ciphertext

From a single polynomial to a vector. The procedure described above results in a single
polynomial a € R. This polynomial is then used as a component u; of u and, in some cases, all
other components of u are set to 0. In other cases — that is when using our advanced recovery
method — choosing Zy, ..., Z,_1 for the components of u, ug,...,ur_1 such that more than one
u; is non-zero is beneficial. The number of non-zero inputs to the inverse NTT is the number of
indices not in all the Z; as the input to the NTT is given by

ﬁéT = Z urSy. (427)

Conversely, the coefficients of the input to the inverse NTT set to zero are at the indices which
are in all the Z;. Coefficients with an index that is an element of all but exactly on Z; can be
recovered directly. Using our recovery method described in the following section, the directly
recovered coefficients may be used to recover the remaining coefficients. Indices being elements of
more than one but not all zero sets do not result in a zero (which would reduce entropy) but
also do not allow for a coefficient to be recovered. Thus, all zero sets should be disjoint whenever
possible. If there are no countermeasures in place checking for repeated usage of a polynomial, a
may be re-used for all components (in different runs); this spares an adversary from having to
run more than one lattice reduction, which is computationally expensive.

Reducing the computation effort. In Kyber, the ring R does not contain an nth root

of unity and, therefore, the NTT maps to F? instead of F”*. This also means that the NTT
. .. g

has only 7 layers and the computational graph is disconnected. Therefore, we may reduce the

computational effort by running the above procedure separately for half of the NTT. In practice,

this means taking only the even, respectively odd, indices for every row of N in Equation (4.22).

Clearly, this reduces the dimension of the lattice by a factor of 2.

Choice of Z. The choice of Z greatly influences the results: We show in Section 7.1 that an
optimum in regard to measurement noise is reached if the amount of zeros is as distributed as
evenly as possible. The amount of zeros, as we will see in the following sections, influences not
only noise tolerance but also the amount of required traces. Therefore, an adversary has to choose
Z depending on noise tolerance and the number of traces that can be recorded. In the case of
Kyber, for each component of u a Z can be chosen separately. Note that arbitrary sets of Z may
not be possible (or desirable), or they may require a large amount of computational effort; the
possibilities and the required computational effort are highlighted in Section 7.1.

Different methods. A method avoiding block reduction and the resulting computational
complexity is described in [HHP+21]. The lattice reduction is avoided by exploiting the NTT
structure. While the computational effort is greatly reduced, it only allows for non-distributed
zeros and therefore slightly worse results. The trade-off may be favorable for an adversary with
little computational resources. The technique is not described here as the author of this thesis
was not involved in its creation.

Different schemes. In the case of NewHope, the vector u is a single, uncompressed polynomial
which significantly decreases the effort required to create a sparse polynomial. A single zero set
Z is used for all components of u. In fact, for NewHope, the procedure is trivial, and no lattice
reduction is required. For FrodoKEM, u is a matrix over IF, and uncompressed as well, but as no
NTT is used, the usefulness of sparse ciphertexts might differ from Kyber. Saber uses a rounded
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u which is a vector of polynomial similar to in Kyber, but in the originally specified algorithm,
no NTT is used. Note that proposals for NTTs for NTT-unfriendly rings exist which could
enable the usage of an NTT in FrodoKEM as well as in Saber [CHK+21]. In addition, other fast
multiplication algorithms likely allow for similar attacks and sparse ciphertext can reduce the
entropy in such cases as well.

4.4 Recovery of the Secret Key

By running a template attack, as described in [PPM17] and [PP19], we obtain information about
intermediate values of the inverse NTT computed with us’ as input. Assuming loads in the
first layer and stores in all other layers are targeted, this information comes in the form of a
probability distribution for each in- and output of every butterfly. That means, we have h(l + 1)
probability distributions where h is the height of the NTT — 256 in Kyber — and [ is the number
of layers, 7 in Kyber. The distributions in the last or first layer are distributions on the secret
key coeflicients multiplied with a known polynomial. Unless in settings with exceptionally low
noise, we may not recover coefficients of the targeted vector from those layers alone. Instead, the
joint probability distributions and the corresponding marginals need to be computed to retrieve
us'. Similar to prior work, we use belief propagation to achieve this. As the known polynomial
that is multiplied with the secret is our manipulated ciphertext component u, which is sparse,
the resulting recovered coefficients do not hold information about the full secret. In addition,
us' is a dot product which, even if recovered completely, does not immediately allow for a full
key recovery in a single run (in contrast to previous work where different parts of algorithms
were targeted). To account for this and reduce the number of required traces, we introduce an
additional algorithm reducing the number of required traces, again relying on lattice reduction.
The in- and outputs to the inverse NT'T under attack are shown in Section 4.4.

(ui)o(si)o\ | E“ii" !
0 us
() () (usT)s
0 — INTT (us')3
(ui)a(5:)a (us™)y
0 (UST)s

measurement

Figure 4.5: In- and outputs to the inverse NTT in the i-th component and Z = {1,3,5,...,255}
with all other component set to zero; the polynomials are written as vectors. The in- and outputs
are also the values measured in the first and last layer of the inverse NTT. This figure details the
upper middle square (partially red) of Section 4.2 and shows the situation during the attack with
a sparse and compressible ciphertext.

4.4.1 Belief Propagation

The belief propagation part of the key recovery is similar to [PP19] but applied to our setting.
Pessl and Prokop, in [PP19], targeted the key generation and proposed several improvements. We
use their improved butterfly node but, as depicted in Section 4.2, target the inverse NTT during
the decapsulation, leading to several differences, especially a substantially larger value range for

82



4.4 Recovery of the Secret Key
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Figure 4.6: A belief propagation graph as arising in our attack but with n = 8 instead of n = 256
and 6 zeros. Variable nodes are depicted by circles, and the squared nodes represent butterflies
(for details on the node types see Section 3.1.3). Zeroed-out nodes contain a zero instead of the
variable name (with variable names following the notation in Figure 2.7).

intermediate values (see Section 2.2.3). We do not use message damping or an advanced schedule
mechanism. Additionally, our implementation is improved — especially in terms of parallelism —
and is not specific to this attack?. The implementation details are described in Section 7.1.1, and
the generic belief propagation is described in Chapter 7. A typical belief propagation graph as
arising in our attack (but in lower dimension) is shown in Figure 4.6.

4.4.2 Recovering From Partial Keys

After a successful belief propagation run, we obtain the vector 6§T. Due to the component-wise
NTT-sparseness of u, the dot product does not contain any information about some coefficients
of s. Additionally, the dot product makes it impossible to directly recover s from us', even if u
were not sparse. Previous attacks differed in this as either a different NTT or a different (part of
the) algorithm was targeted.

Recovery without Lattice Reduction

A straightforward solution to recovering s is to run the attack again with different |Z|-sets for
different components of u multiple times; thereby, we may successively recover all coefficients
of §, run an inverse NTT on the recovered secret, and obtain s. In more detail, this works as
follows: An adversary sets Zj, i.e., the set of zeros for the first component, to some decimation
and all other Z-sets to contain all indices in the first run. Thereby, as with such an u, we have

k—1
08" = >l s = igdo (€ R,) (4.28)
=0

2Tt can be used in different attacks as update rules can be exchanged quickly.
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and coefficients of sy can be recovered if their index is not in {0,1,...,255}\Z; this is because u
(and thereby ug) are known, the multiplication is (almost) pointwise, and coefficients of @ are
invertible where non-zero as Fg» is a field. Repeating this with different Z allows recovering all
coefficients of sg. Then, the same procedure for uq, i.e., with setting the Z; to what previously
were the Zy and setting all other components of u to zero, recovers s;. Repeating this for all
indices of u, i.e., from 0 to k — 1, allows the adversary to recover s completely. While this is
a valid strategy, it also requires at least k‘%ﬁz‘ traces. For example, with 128 zeros, we start
with Z = {0,2,4,...,254} for the first component ug and u; = 0 for i € {1,...,k — 1}; this allows
recovering half of the coefficients of §9. Then, we set Z = {1,3,5,...,255}, again for ug and
recover the other half of coefficients of §y. This is repeated with u; for 0 < [ < k to recover §
completely, requiring a total of 2k traces. Table 4.1 shows the amount of traces required per k
and per zero level. An adversary is usually interested in having to perform as few measurements

Table 4.1: Amount of traces with straightforward recovery without using a block reduction
algorithm per Kyber-k. The values for k correspond to the different Kyber versions. Note that
for 64 zeros, the non-zero blocks overlap and do not allow for fewer traces but the noise tolerance
is decreased. Therefore, this scenario is not recommended without our recovery algorithm.

k 192 zeros 128 zeros 64 zeros 0 zeros
k=2 8 4 4 2
k=3 12 6 6 3
k=4 16 8 8 4

as possible and the amount of traces required with this recovery strategy is suboptimal.

Recovery using Lattice Reduction

To reduce the number of required traces, we provide a more sophisticated recovery method. Using
our recovery algorithm, an adversary requires merely k traces in most cases and even fewer if
only a small noise tolerance is required; this is where the name of the attack derives from. To
achieve this, our method recovers s; from v coefficients of ;. Recall from Section 2.2.3 that the
coefficients of the components of s are elements of {—2,...,2} for Kyber512 and Kyber1024, and
elements of {—3,...,3} for Kyber1024. This means the coefficients are already comparably small
(in relation to the range from {0,...,q — 1}), and if we recover sufficiently many, we obtain a
unique Shortest Vector Problem (USVP). Taking into account that the NTT is disjoint, and we
can reduce our problem to half of the keys; there are 5'2® possible half-keys, and for Kyber1024
there are 7'2® possible half-keys. This means if ¢” > 5'?® for the first two Kyber security levels
and ¢” > 7'2%, the key can be recovered using lattice reduction (assuming an adversary with
sufficient computational resources):

We again denote the NTT-function on the identity matrix rows, with index in Z left out, as
matrix N~—!. To account for the disconnectedness of the NTT in Kyber, we again halve the
dimension by only taking either the even or the odd indices of N~! in every row, and carry out
the routine twice; we will from here on ignore this to keep the description simple. Then, let a be
given by the inverse NTT of a as vector a over Z, this means

N'a=a modgq. (4.29)
Equation (4.29) means that for some vector k over Z, we have

N l'atgk=a (4.30)
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which is close to s; (when interpreted as vector s; over Z) as it differs only on Z. We may therefore
recover s; by solving the Closest Vector Problem (CVP) in the lattice generated by the rows of

N71
GintT = (qIn ) (4.31)

for the vector a. We may now, again, translate a CVP into an USVP (see Chapter 2): Finding a
short vector in the lattice generated by the rows of

G- (GINTT> (4.32)

a

using, e.g., BKZ allows us to recover s. As before, the computational effort can be reduced by
applying the algorithm separately to half of the coefficients if the NT'T is disjoint as in Kyber.
The procedure has to be carried out for all components of s.

Employing the recovery method. The recovery method can be used in the attack as
described in the following: We first generate p different u = (uy, . .., u;) each with components
being sparse on Z, ... Z such that the non-zero values of the 4; are disjoint. Each u is used for
a separate run, this means we require p traces. The goal is to recover v > 32 coefficients of each
component of s. With u chosen such that the non-zeros in the components are disjoint, we can
obtain coefficients of different §; in a single run. This works because, due to the disjointedness,
the coefficients of the components do not add up with each other in the dot product. Therefore,
as before, by multiplying with the coefficient-wise inverse of i we may obtain a total of 256 — | Z|
coefficients, but not necessarily of a single component.

Without the previously discussed recovery method, this approach does not provide a benefit, as
all coefficients of all components have to be recovered. But using the algorithm described above,
we can then recover the complete secret key from only v coefficients of each component. In the
k-trace attack, we have v = 32 and p = k, as shown in Section 7.1.

For example, for k = 2 and v = 128, we would, in the first run, set Zy, Z; choose to contain
n — 64 indices with the indices not in Zy being in Z; and vice-versa. Then, choosing distributed
zeros (which is optimal in terms of noise resistance), i.e.,

Zy={i|imod8e{2,3,4,5,6,7}} and Z; = {i | imod8 € {0,1,4,5,6,7}}

we have
us'| = ugsg + uisy (4.33)
=(m m 0,000, ..., mm 0, 0)sg (4.34)
+(0,0, 0,000, ...,0,0, o, )55 (4.35)

where o and m denote non-zero values®. This way, we have a vector that is sparse in 128 positions
and contains information about v = 64 coefficients of each component. This is enough to recover
the secret key as described above; therefore, in this case, we have a single trace attack, i.e., p = 1.
The exact amount of required traces depends on the quality of lattice reduction; for BKZ, this
depends on the block size. The minimal amount of required traces (which can be achieved for an
adversary with access to commonly available hardware; c.f. Section 7.1) is shown in Table 4.2.

3Not to be understood as variables; each ¢ may have a different value (and m as well).
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Table 4.2: Minimal amount of traces with lattice reduction based recovery per Kyber-k with the
number of zeros in the input vector to the inverse NTT. The values for k correspond to the
different security levels. The amount of traces without lattice reduction is shown in brackets.

k 192 zeros 128 zeros 64 zeros 0 zeros
k=2 2 (8) 1(4) 1(4) 1(2)
k=3 3 (12) 2 (6) 1 (6) 1(3)
k=4 4 (16) 2 (8) 2 (8) 1(4)

4.5 Adaptation to Countermeasures

The existence of implementation attacks is well-known and countermeasures protecting devices to
a certain degree are commonly employed. A realistic evaluation of vulnerabilities therefore needs
to take countermeasures into account. In the case of the attack described in this chapter, first
published in [HHP+21], a common masking scheme [RRC+16, OSPG18] is already defeated by
the nature of the attack itself — linear masking of the NTT is defeated by running the attack on
all shares. But countermeasures presented by [RPBC20], reiterated in Section 3.1, designed to
counter [PPM17] and [PP19], also prevent our attack when not adaptations are taken.

We exemplary explain how to adapt to a subset of the presented countermeasures, namely
the shuffling countermeasures. This is achieved in software in the case of fine shuffling and by
extending the adversary model in the case of coarse shuffling. Note that the masking of [RPBC20],
as well as various other types of countermeasures, are out of scope; defeating standard masking
and first shuffling countermeasures exemplary explains how to adapt Soft Analytical Side-Channel
Attack (SASCA)/belief propagation to countermeasures in the case of post-quantum schemes.

While several works on countering shuffling in various settings exist (see Section 3.1.7), the
impact of shuffling countermeasures in the settings of [PPM17], [PP19], and [HHP+21] is yet
unclear. Note that we do not attack a real-world protected implementation but instead exemplary
explain and evaluate adaptation to hiding countermeasures in belief propagation based SASCA
on (inverse) NTTs.

Adaptation to standard masking. A straightforward way to mask the (inverse) NTT is to
arithmetically mask the input to the (inverse) NTT using n + 1 shares; this is described, e.g.,
in [RRC+16] or [OSPG18]. This means instead of a single inverse NTT on the input X, here

% =1u8", n+ 1 inverse NTTs are computed on
x+m® +m® ... mhD (4.36)
and
m@ m® ot (4.37)

where m() are randomly sampled masking vectors. As the (inverse) NTT is linear, x may be
computed from the results of the inverse NTTs by subtracting all m® from x + m(® + m® +
coe +mD),

In the masked case, the attack described above works by targeting the NTTs on all shares. If the
adversary may obtain x + m(® +m® 4+ ... + m®~1 as well as all m() | they can clearly compute
the secret themselves; the attack on the single shares is not prevented by standard masking.
Whenever the success rate p, is smaller than 1, the success rate for a masked implementation

with n + 1 shares is reduced to p7F?.
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4.5.1 Adaptation to Fine-Shuffling

Adapting to fine shuffling, as proposed by Ravi et al. in [RPBC20] (see Section 3.1.7), is not as
straightforward as the adaptation to standard masking. Fine shuffling permutes the load and
store operations of butterflies inside the (inverse) NTT. Therefore, if employing the attack on
a protected (inverse) NT'T, the priors at variable nodes in the belief propagation are assigned
incorrectly with probability p = % Figure 4.7 shows an example of wrongly assigned priors for
the inputs at a butterfly node. We propose two different methods to defeat fine shuffling: Mizing

-2 0

BF

Figure 4.7: Incorrectly assigned priors at a butterfly node of an (inverse) NTT. The prior
distributions of the inputs are permuted and therefore the butterfly node models an arithmetic
that does not fit the priors.

priors and the usage of a shuffle node. Mixing priors gives worse results than using a shuffle node
but is easy to deploy, as it only requires an inexpensive preprocessing step; therefore, it is also
more likely suited to be used in other belief propagation based attacks. Shuffle nodes change
the Bayesian updating process by adapting an internal factor to the currently observed beliefs.
This then leads to the shuffle node obtaining the permutation applied to the in- and outputs of a
butterfly. In contrast to prior work that combines belief propagation with neural networks (see
Section 2.3.1), our shuffle node adapts to data observed during the belief propagation run but no
training phase is required.

Mixing Priors

The potentially permuted priors at a butterfly node cause the belief propagation to fail — it runs
into an invalid state because a vector with high joint probability with very high probability does
not fulfill the NT'T equations. To ensure that the belief propagation does not fail and has the
chance to converge against the correct key, we may mix up priors. Instead of working with an
individual prior per in- and output, a single prior for all possibly permuted priors is computed.

For a butterfly node with input a,b and outputs ¢, d and measurements resulting in priors
Dg, Dy, D., D4 (where D, and Dy, as well as D, and Dy may be permuted), we compute

P = P =
Drnix,in = {Jf g Da (a x) _2|— Dy (b a:) | x € dom Da N dom Db} (438)
and
P = Pr (b=
Diixout = {x ., 1D (a = z) ; Dy ( z) | z € dom D, n dom Dd} ) (4.39)
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Then, the distribution assigned to both inputs, i.e., to model the values of a and b, is Dix in,
and the distribution assigned to the outputs is Dpix.out- Thereby, the correct value at all in-
and outputs certainly has a positive probability if the original priors have not been incorrect in
the first place. To be precise, the probability of the correct value of an in- or output is at most
halved by fine shuffling when adapting by the use of mizing priors. The situation is depicted in

]DDDDDDDD[ <:<>\\\

BF

]DDDDDDDD[

Figure 4.8: Priors at a butterfly node of an (inverse) NTT after mixing priors. The original prior
distributions of the inputs are permuted (c.f. Figure 4.7), and therefore the butterfly node models
an arithmetic which does not fit the priors — mixing up the priors resolves the inconsistency.

Shuffle Nodes

Mixing priors is a practical and easy-to-implement adaptation to fine shuffling, but it ignores
available information. In an undisturbed (i.e., after attacking an implementation with no shuffling
countermeasures) belief propagation, the in- and output distributions of a butterfly node converge
against distributions matching with regard to the arithmetic relation represented by the node.

Let a,b again be inputs with outputs ¢, d and beliefs D, Dy, D., Dy at a butterfly computing
¢ =a+bandd = ((a—b). In a successful run, D, with true value v, converges against a probability
distribution that is 1 a v, and 0 everywhere else, i.e., v — §,, (v), and we say that D, converges
against v,. With sufficiently* precise measurements and in this notation, each distribution will
converge against a value with high probability; this value is also likely to have a reasonably
high probability in the prior. In a shuffled situation with mixed priors, convergence is less likely,
even with precise measurements, but we may leverage additional information by comparing the
current distributions against the priors. The Kullback-Leibler (KL) divergence [KL51|, expressing
the similarity of two probability distributions, between current distributions and priors allows
reasoning about the shuffling permutation.

In each step, we compute incoming messages (representing distributions) at two potentially
shuffled nodes against the priors of those nodes. Thereby, we compare which permutations of
in- and outputs give the best (relative) match. An absolute decision would prevent the belief
propagation from converging, as this is not clearly determined except in scenarios with very low
noise and a wrong. Therefore, we use a continuous factor representing the current belief in the
permutations of in- and outputs. This factor, which we denote by ¢, is updated in every factor
node step of the belief propagation from incoming beliefs. The updated priors, P, and P}, are

4See Section 7.1 for the required noise level.
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then computed as

Py =8P+ (1-8)P,
P =¢P+ (1-8)P,

where P,, P, are the measured priors and P, P/ are the priors used in the adapted version. In
other words, messages are computed as in an undisturbed run, but priors at variable nodes are
mixed according to the current beliefs at two variable nodes. This means, £ = 0 corresponds to
an unshuffled situation (at a single node), £ = 1 represents the belief into shuffled priors, and
¢ €]0, 1] corresponds to uncertainty and leads to mixing priors. The technique of mizing priors
described in the previous section is a special case with fixed £ = %

The (input) shuffling factor ¢ is computed by first calculating the Kullback-Leibler divergences
of all inputs with all priors, i.e., calculating

Daa = DxL(Ma,is Pa) (4.40)
Dy, = Dxr(m,i, Pp) (4.41)
Dap = DxL(ma,i, Py) (4.42)
Dy = Dxr.(mes, Pa) (4.43)

where P denotes the respective priors and m, ; are the messages in the i-th step. From this, we
may compute the evidence for shuffling/no-shuffling as

Eshufﬂing = Da,a =+ Db,b (444)
Eno—shufﬂing = Da7b + Db,a (445)
and the shuffling factor as
Es ufflin
¢ = huffling (4.46)

Eshufﬁing + Eno—shuﬂiing

The computation of the shuffling factor takes place in a shuffle node attached to potentially
shuffled variable nodes as shown in Figure 4.9. This node represents the prior of both nodes and
changes the priors according to the shuffle factor. The mixing process is visualized in Figure 4.10.

The shuffle node enables our belief propagation to continuously adapt by comparing computed
information to information given as priors. This enables us to infer the shuffling permutations
during a belief propagation run while gradually adapting and converging against the correct key
in the presence of shuffling — if the noise levels are low enough.

4.5.2 Adaptation to Coarse Shuffling

The adaptation to coarse shuffling is unexpectedly more difficult because it is the countermeasure
providing more entropy and, therefore, achieves a higher level of protection — adapting is
computationally more expensive and requires lower noise levels. Coarse shuffling, also introduced
by Ravi et al. [RPBC20], in contrast to fine shuffling permutes butterflies instead of inputs
to butterflies (see Section 3.1.7). This results in a much higher introduced entropy. As this
countermeasure does not permute in- and output distributions of a butterfly, we may not compare
distributions against priors and thereby learn the shuffling permutation. Instead, we are missing
the knowledge about how butterflies between layers are connected.
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. and mix €asb BF £ed
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Figure 4.9: Priors at a butterfly node of an (inverse) NTT when using a shuffle node. The original
priors of the input nodes are permuted (c.f. Figure 4.7 and Figure 4.8), and therefore the butterfly

node models an arithmetic relationship that does not fit the priors — the shuffle nodes resolve this
inconsistency by computing a shuffle factor which determines how the distributions are mixed.
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(a) £=0.8 (b) £ =0.1

Figure 4.10: Mixed priors at a shuffle node with ¢ = 0.8 and ¢ = 0.1. The part of the distribution
centered around 2 is the measurement taken at the first input while the part of the distribution
centered around 7 is the measurement taken at the second input.

Extended Attacker Model

The attacks of [PP19] and [HHP+21] did not target load and store operations in every layer
but load operations in the first layer and store operation in every other layer. In the case of
coarse shuffling, we extend the attacker model: To enable our methods, we target load and store
operations in all intermediate layers, load operations in the first layer, and store operations in
the last layer. This means that we have two measurements of all intermediate values shuffled
with different permutations. If we can match intermediate values correctly, we obtain a graph
that is correctly connected but the first and last layers may be permuted. Figure 4.11 shows the
situation after having obtained measurements of both load and store operations in two layers.
For a successful belief propagation run, the adversary needs to find the correct connections
between two layers. This is equivalent to finding the relative permutation of layer ¢ to layer ¢ — 1
starting with ¢ being the first layer. We achieve this by matching store operations of layer ¢ — 1
to load operations of layer ¢ — those measurements are measurements of the same values but with
different permutations. As no information about the permutation of the first layer is available in
our model, it has to be dealt with separately. We first explain how the matching process works in
general between single nodes and call this One-Point Matching. More information is available —
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Figure 4.11: The extended attacker model as described and depicted in [HSST23|. Instead of only
store operations, load and store operations are targeted for intermediate layers.

butterflies are connected to more than one node — and may be used to improve the accuracy; this
improved process is called Two-Point Matching.

Notation. In the following, we describe the situation in a block between two layers, given store
and load measurements, and the task of the adversary is to match those correctly. We denote load
distributions as [; and stores as s; where 7 is the index of the node the measurement was taken
at. True values, i.e., the value a node at ¢ actually has, are denoted by v; with Hamming weight
h; = HW(v;). Note that the adaptation to shuffling countermeasures assumes the Hamming
weight leakage model (see Section 2.3.1); this is also used for evaluation (see Chapter 7). In
general, the attack does not necessarily require leakage following the Hamming weight leakage
model, but a similar procedure may be carried out for different models.

One-Point Matching

To match the set of loads L = {lo,...,lm—1}, where m € {4,8,16,...,n} is the length of the
permuted block or layer, to the set of stores S = {sp, ..., Sm—1}, we first compute the probability
for all distributions d € L u S with corresponding true value v with hamming weight kA and
expected value p. For € > 0, I =|u — €, u + €[ and a Hamming weight A, we have

Pwel|h="n) P(h="n)

N —
Ph=h"|vel) Ploel) (4.47)
This can be computed by using
Pvel)=>Pwel |h=h") P(h=h"). (4.48)
h//
and
Pwel. | h="h")= Py n(vel). (4.49)

The former formula, Equation (4.48), can be computed using the occurrences of Hamming
weights on the inputs as well as the latter formula, Equation (4.49), which follows from the
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Chapter 4 Chosen-Ciphertexts k-Trace Attacks

assumption of the model. Then, using both Equation (4.48) and Equation (4.49) allows computing
Equation (4.47).

From Equation (4.47) we may compute the probability of a true value v when measuring d by
taking the limit e — O:

P(h = h' | measured x) = lim P(h="h|vel). (4.50)

In practice, € is simply chosen to be very small. For two measurements /; and s; we may compute
the probability of belonging together as

pi,; = P(l; and s; are measurements of the same variable) (4.51)

= ZP(hi =1’ | observing l;) - P(h; = h' | observing s;). (4.52)
h/

Using the above equations, we compute P(h = h’ | measured z) for all x € LU S and all Hamming
weights h'.

From these formulas, we compute the probability of belonging together for all nodes and store
them in a matrix

Po,o Po,1 ce. Po,h—1
A= P10 P11 S P1,h—1 . (4.53)
Ph—1,0 Ph—-1,1 --- Ph—1h—1

The i-th row of A holds the probability of the i-th store measurement belonging to the j load
measurement in the j-th column. In other words: The entry p; ; is the probability of the i-th
measurement being of the same variable as the j-th store measurement. Clearly, A is right
stochastic, i.e., the rows sum to 1, and A is symmetric.

The probabilities in A are not independent — if two measurements belong together with high
probability this reduces the probability for other measurements to match to these two. Instead,
we are looking for the likeliest permutation with respect to A. This means we are searching for a
matrix with exactly one non-zero entry in every row in such a manner that this represents the
likeliest permutation given A. In a sense, we simultaneously want to normalize rows and columns,
i.e., achieve a fully stochastic matrix.

To achieve this, we employ the Sinkhorn-Knopp algorithm [Sin64], which consists of repeated
normalization of rows and columns. First, columns are normalized, which leads to the matrix
being left stochastic but losing the right stochastic property; then columns are normalized again.
We repeat these steps until either a maximum number of iterations is reached or the entries in
the matrix do not change more than a chosen bound.

The result of this procedure is a matrix with a single 1 per row (and column) directly
representing a permutation in case of sufficiently precise measurements. In case of insufficiently
precise measurements, the result explains how to mix up distributions (see Section 7.1.2); in this
case, we do not get a perfect result allowing us to unshuffle the (inverse) NT'T, but we may still
remove entropy of the countermeasure and thereby inconsistencies in the belief propagation. We
call matrices such as A and the result of the above procedure mix matrices.

From a single layer to multiple layers. The above procedure allows us to find the relative
permutation in-between two layers. To unshuffle the complete (inverse) NTT, we may start
with the first space between two layers, that is between layers 0 and 1, compute the mix matrix,
and apply it to the loads and stores of layer 1. We emphasize that the permutation needs to be
applied to the stores of layer 1 (which have not been considered in the matching process) as well.
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4.5 Adaptation to Countermeasures

This is because we match against the first, fixed layer and re-permute the butterflies of the second
layers (with index 1). In addition, the mix matrix of layers 0 and 1 needs to be applied to the mix
matrices of all subsequent layers. Then, the second and the first layer are considered fixed, and
the procedure is applied to layer 2 using the stores of layer 1 and the loads of layer 2. Figure 4.12
visualizes the matching and unshuffling process, and Algorithm 13 states the algorithms as given
in [HSST23].
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Figure 4.12: The unshuffling process shown in the attacker model as depicted in [HSST23]. The
left layer is fixed while the right layer is matched against the left layer and subsequently permuted.

The effects of zeros. When applying our technique to the attack of [HHP+21], the zeros
applied by using a chosen ciphertext may make matching either impossible (if all values in a
block are zeroed out) or harder. Zeroed-out values may not be matched as at these positions,
no information is available — the true values are the same in the first place. This leads to a less
precise matching and negates previously achieved entropy reduction (which was introduced by
the usage of a chosen ciphertext).

Two-Point Matching

When using One-Point Matching, we ignore that not all permutations are possible. As butterflies
are shuffled as a whole, nodes connected to the same butterfly have the same relative position.
We may use this to improve upon the probabilities passed into Algorithm 13. Instead of using the
probabilities of single measurements coming from the same variable, we consider the probability
of s; belonging to I; and, simultaneously, of s;,4 belonging to l; 4. This means the entries of A
are given by

pi,j = P(l; and s; are measurements of the same variable) (4.54)

- P(li+q and s;j44 are measurements of the same variable) (4.55)
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Algorithm 13 One-point matching as stated and depicted in [HSST23].
Require: [; j,s;; forie {0...,n—1},7€{0,...,layers — 1}
Ensure: Mix matrices flj for j € {1,...,layers} and mixed measurements
1: for all j € {0,...,layers — 1} do
2 A; < Compute priors
3 A; « Sinkhorn-Knopp(4;)
4: end for
5: for all j e {1,...,layers — 1} do
6
7
8
9

li= (ol ln-1;)
lj <« Aj . lj
Sig = (80,581,555 5n-1,)
: Sj,j «— AlN' Siﬂ;
10: Aj+1 «— Aj . Aj+1
11: end for
12: return A;, l; ;, s, 5, for all 4, j

for 4 in the first half of the block and otherwise by subtracting d.

Note that this does not only improve upon the priors (used for the belief propagation) but also
reduces the effect introduced by using a chosen ciphertext that causes zeros in the inverse NTT:
Even without any measurement noise, the usage of One-Point Matching causes noise, because
variables that do not belong together may have the same value (recall that we work on Hamming
weights). In Two-Point Matching, this occurs with quadratically lower frequency due to matching
at two points.

Exact Permutation Matching

The algorithm described in Algorithm 13 causes additional noise unless it is used on very precise
measurements with very few values; this happens regardless of the usage of One-Point or Two-Point
Matching due to the mixing process. With very low noise, the resulting matrices may not mix
but purely permute, i.e., have a single 1 per row, but in most cases, measurement distributions
will be mixed. The noise introduced by this process propagates and increases throughout layers.
Therefore, mixing in early layers causes more increase than in later layers. At the same time,
mixing in early layers of an inverse NTT happens less often as the blocks have fewer nodes
(assuming coarse in-block shuffled inverse NT'T).

To avoid mixing, especially in earlier layers, we additionally introduce exact permutation
matching. After having obtained a mix matrix as in one- or two-point matching, in exact
permutation matching, we do not apply it to the measurements. Instead, we select the row with
the highest entropy — this belongs to the value that is the least determined — and create a list of
all values with a probability higher than a fixed threshold. We then iterate through the list of
values and, at each iteration, set that row to contain a single 1 at this position; this means we
manually fix a single pair of nodes to be matched to each other. With the resulting matrix we,
again, perform two-point matching and return the best result. Thereby, we essentially brute-force
the permutation for a single pair. We may repeat the procedure with different values either
separately or recursively. The algorithm is stated in Algorithm 14 as in [HSST23].

We note that this exhaustive search approach requires a large amount of computational power.
Nevertheless, it may be used on early layers and reduce the noise caused by mixing in those and
all further layers. In addition, an adversary with access to more (computational) resources or
leakage could improve upon the attack by applying it to later layers as well.
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Algorithm 14 Exact permutation matching as stated and depicted in [HSST23].
Require: Prior matrix A = A; for some layer j, depth level d, max depth dpax, entropy threshold
te, probability threshold ¢,
Ensure: A list of permutations.
1: if d > dpax then
2 return ||
3: end if
4: result_list « []
5: A — Sinkhorn-Knopp(A)
6
7
8
9

: I « Find indices of rows with entropy higher than t.

: for allie I do
J < Find indices of columns with probability greater t,
for all j e J do

10: fl;j «— Set row i to (;5)x where ¢ denotes the Kronecker delta.
11: permutations « MatchExact(fl;j, d+ 1, dmax, te, tp)

12: result list « Append permutations to result list

13: end for

14: end for

15: result list « Sort result list by likelihood and remove duplicates
16: return result list

From Block Shuffling to Full Shuffling

The performance of the above algorithms greatly depends on the number of nodes to be matched.
In coarse-block shuffling, the number of nodes shuffled, and therefore the length of the permutation
is greatly reduced compared to coarse-full shuffling. Therefore, our methods perform better in the
case of coarse-block shuffling. We note that additional leakage, for example, caused by different
twiddle factors if not protected appropriately, may allow an adversary to differentiate between
blocks and therefore diminish the advantage of coarse-block shuffling. In addition, coarse-full
shuffling is more expensive in terms of performance (see [RPBC20, Table 3]) because of the high
number of twiddle factor loads, and requires additional protection of the load operations.

Unshuffling the First Layer

Using the previously discussed methods, the permutation of the first layer cannot be found.
Because all layers are shuffled, only relative permutations may be found by comparing layers.
Therefore, we have to employ a different way to find the permutation applied to the first layer.
Note that in the first layer the block size of an inverse NTT as used in Kyber is 4, i.e., only two
butterflies may be permuted per block. In the case of coarse in-block shuffling, the brute-force

complexity is therefore merely 2%/ where n/ is the number of non-zeroed nodes. We propose
working with 64 non-zero values, which leads to having to run at most 2!¢ belief propagation
instances — this is also the scenario we evaluate in Section 7.1. Incorrectly shuffled belief
propagation will terminate early and with lower computational effort due to the inconsistencies
caused by the first layer. In addition, we note that the convergence of sub-graphs often allows an
adversary to draw conclusions about the location of an incorrectly assigned node; this is described
in more detail in [HSST23|.
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4.6 Summary

The NTT is a valuable target, and previous work [PPM17, PP19] shows how it may be attacked.
But these attacks either do not target the secret key sk — but instead the message m — or offer
only very limited® noise tolerance. Moreover, when targeting a masked implementation the noise
tolerance in template attacks is low regardless of the target of the attack. In addition, while
masking countermeasures are circumvented, shuffling countermeasures fully prevent these attacks
in their current form, and no adaptations have yet been provided.

We introduce a novel attack strategy that allows reducing the entropy during the computation
of the inverse NTT by use of a chosen ciphertext. The chosen ciphertext that is submitted to
a device cancels out values during the NTT. A subsequent template attack is then more noise
resistant and achieves similar noise tolerance as [PP19]| but targets the secret key of the KEM.
We thereby achieve higher, more practical noise tolerance and provide an extended evaluation of
the vulnerability of NTTs used in lattice-based schemes. Further, our analysis shows how chosen
ciphertext may be used to reduce the entropy for a subsequent attack: Similar strategies could
apply against different multiplication methods and on different schemes as well.

We additionally take countermeasures into account: Linear masking of the NTT is coun-
tered by applying the attack to both shares separately. To adapt to shuffling countermeasures
presented in [RPBC20], we propose two different adaptations that counter the two different
types of countermeasures. We show that some countermeasures can be circumvented purely in
software, while others can be circumvented using an extended attacker model. Our adaptations
to countermeasures likely also apply more generally and extend the currently known techniques
for SASCA using belief propagation to attacks on the NTT's in a lattice-based setting.

The NTT is one of the key building blocks of Kyber and processes the secret key during the
decapsulation. We show that the inverse NTT is vulnerable to side-channel analysis even in
settings with increased measurement noise and with countermeasures in place. Moreover, we show
how shuffling countermeasures may be circumvented in SASCA on lattice-based post-quantum
schemes. Thus, our findings impact the necessary security considerations regarding devices that
run the new NIST standard for post-quantum key exchanges and call for more comprehensive
countermeasures.

5Compared to when targeting the message or using our technique; c.f. Section 3.2.2 and Section 7.1.
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Chapter 5

Fault-Enabled Chosen-Ciphertext
Attacks

Current schemes based on the Learning with Errors (LWE) problem need to recover the message
from a noisy version. During the encryption routine, bits are mapped to coefficients of a vector or
a (vector of) polynomials; and during the decryption routine, a noisy version of these coefficients
may be retrieved using the secret key. An error correction then recovers a bit message from these
noisy coeflicients, and if the noise is sufficiently small, this results in the original message. This
routine has previously been targeted using a chosen ciphertext or a fault (see Section 3.2).

A Fujisaki-Okamoto (FO)-transform turns an IND-CPA secure Public-Key Encryption (PKE)
into an IND-CCA2 secure Key Encapsulation Mechanism (KEM). Thereby, chosen-ciphertext
attacks are prevented in the IND-CCA2 model. In particular, the transform prevents an adversary
from observing a decryption failure caused by a chosen-ciphertext attack containing an addi-
tional error term. Previous attacks, e.g. [GIN20, PP21, BDH+21b], exploited implementation
vulnerabilities to launch decryption failure attacks on Kyber and FrodoKEM. Those attacks
require an incorrectly implemented comparison operation [GJN20, BDH+21b] or a reliable fault
targeting a specific operation in an inappropriately protected decoder [PP21]. While these have
been validated in practice on a physical device, it is also known how they can be mitigated, at
least in principle; in fact, the works proposing the attacks already state countermeasures.

In [HPP21]|, we state a fault attack that does not rely on a single attack target and allows
for an unreliable fault. As noted in [DHP+22], our attack can be seen as similar to a safe-error
attack [YJOO] — we introduce an error that is corrected in a later stage. A ciphertext potentially
causing a decryption failure is submitted to the device under attack; the device decrypts the
ciphertext, and while it is stored in memory as part of the FO-transform, we reverse the error using
a fault. This causes the device to decrypt a faulty ciphertext while comparing the re-encrypted
ciphertext against the honestly generated ciphertext. We thereby turn the FO-transform, which
is in place to protect against chosen-ciphertext attacks, into a decryption failure oracle.

The attack can be applied at a wide variety of points in execution time; this includes — but is
not limited to — routines that are similar to targets of previous attacks. Therefore, the attack
surface is enlarged, and single countermeasures do not mitigate the attack. Another advantage
of our safe error approach is that a decapsulation success cannot happen if the fault fails. This
means the information from decapsulation successes is almost certainly' correct. We explain and
evaluate our attack strategy on Kyber; however, we note that it applies more generally to LWE
based schemes using an FO-transform.

1To be precise: An incorrect inequality from a decapsulation success is as likely as finding a SHA3 collision.
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5.1 Attacker Model

The attacker model requires the adversary to be able to create valid ciphertexts for a device
using the public key pk belonging to a secret key sk similar to the IND-CPA model. In addition,
the attacker needs to be able to fault either ct’ or ct to remove or add, respectively, the error
introduced by the chosen ciphertext. The fault is applied on a compressed ciphertext. As the
ciphertext is under the control of the attacker, and the bit(s) to be faulted can be chosen freely,
it is sufficient to be able to fault

e either a single bit as either set, reset, or flip, or
e multiple bits in an admissible pattern,

of the d,, = 4 bit ciphertext component v. The section representing the coefficient to be faulted is
4 or 5 bit long (4 for Kyber512 and Kyber768, 5 for Kyber1024) and every pattern changing a
4-bit (5-bit) integer by adding 4 (8) is admissible.

Regarding the fault model, it should be noted that the adversary may choose whether to set,
reset, or flip a bit, and the fault can be applied over almost the complete execution time. Moreover,
observing the outcome of the comparison of the FO-transform may help with profiling and finding
the fault location. Under these conditions, single-bit faults can be considered a realistic threat
(depending on the targeted device, the adversary’s capabilities, and countermeasures in place)
assuming that the adversary has good knowledge and understanding of the device under attack
[RSDT13, OGM17].

5.2 Attack Strategy

Our attack strategy starts off similar to the general attack description given in Section 3.2.1; we
here repeat all steps for the convenience of the reader.

The first part of the attack is performed offline: The adversary honestly generates a ciphertext
ct for a message m using the public key of the device under attack pk, which belongs to a secret
key sk; the latter is the target of the attack. To potentially cause a decryption failure, we
add E to one coefficient of the ciphertext creating a manipulated ciphertext ct. The targeted
coefficient does not matter for the general description of the attack; we conveniently choose the
first coefficient. If the ciphertext matches the required properties described in the next section, it
is submitted to the device under attack.

The device, as part of the decapsulation routine, first stores the ciphertext to memory and
then calls the decryption routine? on the ciphertext. The decryption routine obtains a message
m’, which allows deriving randomness that is used to re-encrypt m’ to ct. While the decryption
and re-encryption are carried out, we fault the ciphertext stored in memory, ct, creating the
faulted ciphertext ct; if the fault succeeds, then ct = ct. Finally, the device compares ct’ to
ct and a decryption failure occurs if ct’ # ct; otherwise the correct shared secret is returned?.
Observing whether a decryption failure happens allows deriving an inequality about the error
term (see Section 3.2.1).

Summarizing, to obtain a single inequality, the adversary carries out the following steps:

1. Honestly generate ciphertext ct for message m.

2. Manipulate ciphertext ct to obtain ct by adding error term to a coefficient of v as described
in the next section.

2Note the difference between decapsulation and decryption routine.
3With overwhelming probability
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3. Submit ciphertext ct to the device under attack.

4. Fault ct stored in memory back to ensure ct = ct.

5. Observe whether a decapsulation error happens.

6. Derive inequality about the error term as described in Section 3.2.1.

The procedure is repeated until a sufficient number of inequalities is obtained. We then solve for
the secret key using a belief propagation similar to the one used in Low-Density Parity Check
(LDPC) codes [Gal62]. The attack strategy (with a key of length 4) is depicted in Figure 5.1.

_ .- Encrypt m to ct; add [%J in coeff. 0

>
@ - Fault_ct back to Represent unknown key coefficients
| f lt 4 Ct = Ct |

au |

incoming

store
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Decrypts ct... -~ .
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Figure 5.1: Attack strategy of [HPP21] targeting a secret key with 4 coefficients (adapted

from [Her23b]).

derive inequality

agalnst ct =ct

5.3 Construction of the Ciphertext

The ciphertext is constructed by first honestly generating a ciphertext ct. This uncompressed
ciphertext is of the form (v,u), and the device under attack will, after it has been submitted,
compute

mpy = v —su’ (5.1)
during the decryption routine. From this, subsequently, the message m’ is obtained by removing
the noise using the decoding routine, which is realized as compression in Kyber. The noise on the
coeflicients on my,qy, is given by the polynomial

er’ —s(e; + Au)' +ey + Av (5.2)
and if any term of this polynomial is larger than [%J, a decryption failure occurs. As all terms of

the error polynomial are small, they may be interpreted as integers and linear inequalities can be
seen as holding over Z.
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5.3.1 Introducing an Error

Equation (5.1) is clearly linear in v, and v is under the control of the adversary as it is part
of the ciphertext. We can therefore introduce an additional error to the error polynomial (in
one coefficient) and thereby cause a decryption failure if the sum of the coefficient’s error term
and the additional error is larger than [%J. This allows deriving an inequality, which is linear in
the secret key x = (e, s) € Z?*". We see the inequalities coefficients as a flattened vector over
Z (c.f. Section 3.2.1). Note that the comment about compression in Kyber from Section 3.2.1
applies here as well and only multiplies of [T%J may be used as error. Using F = [%J causes
the error distribution to be centered around FE = [%J instead of 0, which means a decryption
failure happens if the original error term was greater than (or equal to) zero. To be precise, if the

encoded message bit was 0, a decryption failure happens if

(er’ —s(eq +Au)" +eg + Av)g > 0, (5.3)
and if the encoded message bit was 1, a decryption failure happens if

(er’ —s(eq + Au)' + ey + Av)g = 0. (5.4)

Thus, we create the ciphertext by sampling an honest uncompressed ciphertext (v,u) and
calculating ct as
(Compress(v’, d, ), Compress(u, d.,)) (5.5)

where
v = (vo+ E,v1,...,0n-1), (5.6)

with F = [%J. The manipulated ciphertext ct is the compressed version of (v',u). The ciphertext
is similar to the ciphertext used in [GJN20, BDH+21b], but we only use a single error value
FE. Using multiple values for E to obtain a more restricting inequality, which then holds more
information, is of less use due to the compression used in Kyber.

5.3.2 Constraints on the Ciphertext

We have two requirements on the ciphertext: The ciphertext should differ by specified bit-distance
or pattern and, depending on the fault model, the faulted bits should be either 0 or 1 or do not
matter. Additionally, we filter the ciphertext using the condition described by [PP21].

To achieve these properties, we first create a ciphertext, check for the conditions, and re-sample
if they are not fulfilled. As the ciphertext generation is done offline and the conditions can also
be checked before submitting the ciphertext to the device, these conditions introduce no more
than a very small penalty in the (fully parallelizable) offline phase of the attack.

Ciphertext Filtering

We rely on the technique of ciphertext filtering similar to the one proposed by [PP21]. This
technique maximizes the amount of information contained in an inequality by controlling the
constant term of the inequality, i.e., by bounding

lea + Av| < ¢ (5.7)

for some ¢ which was chosen to be 10 in [PP21]. We analyze the impact of ciphertext filtering in
Section 6.2.3. Note that the main impact on the information contained in an inequality comes
from Awv with an absolute value maximum of [%%J = 104 (for Kyber512, Kyber768; 52 for
Kyber1024) [ABD+21b] as eg € {—2,—1,0, 1,2} is comparably small due to being sampled from
a binomial distribution with n = 2.
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Figure 5.2: Adding [%J to a coefficient in uncompressed form is the same as adding 4 in compressed
form when using a compression factor of d = 4; visualized with d = 4 and ¢ = 23.

Required Bit Difference

The adversary is required to remove the additionally introduced error term using a fault. If ct
denotes the manipulated ciphertext and ct is the honestly generated ciphertext, the Exclusive-Or
(XOR) determines the required fault.

The compression function in Kyber is given by

2d
Compress(z) = {xJ mod 2¢ (5.8)
q
applied coefficient-wise. Therefore, adding [%J in uncompressed form results in the addition of
q 24 d'—d d
HQd/J'qJ = 29~ 1m0d 2 (5.9)

to the compressed ciphertext interpreted as (overflowing) 4-bit integer.

The relevant section of the compressed coefficient of v is 4 bit long as here d,, = 4. Interpreting
the compressed ciphertext component’s coefficient as 4 bit integer, adding [%J in uncompressed
form is adding (with overflow) 4 in compressed form; this is shown in Figure 5.2. In Kyber1024,
the coefficient is compressed to d,, = 5 bits, and adding [%J corresponds to adding 8.

Note that in practice, the adversary may compute an honestly generated ciphertext, apply the
error in uncompressed form, and then compare the compressed ciphertext to see if it matches the
required fault pattern. As the ciphertext generation is performed offline, this is a valid strategy.
The ciphertext generation for an adversary requiring a one-bit fault is given in Algorithm 15.

5.4 Recovery of the Secret Key

Just as previous attacks [PP21, BDH+21b]|, our attack strategy allows recovering inequalities
that are linear in the secret key. To solve such inequalities, several methods have been suggested
as summarized in Section 3.3. In particular, the methods of Pessl and Prokop [PP21] and
Delvaux [Del22] have been used in practice in similar attacks. We propose a belief-propagation-
based approach in [HPP21] improving upon [PP21]. This was improved on in [Del22]| by adding
error resistance, i.e., by being able to solve for the secret key in the presence of incorrect inequalities
while requiring more inequalities than our previous method. Subsequently, we propose an improved
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Algorithm 15 Generating a ciphertext which may be faulted by a single-bit fault with ciphertext
filtering. Encapsulate’ is the encapsulation routine of Kyber but with setting/output of e and v
in uncompressed form.

Require: Public key pk, ciphertext filtering value c.

Ensure: Ciphertext ct and ct which differ by one bit.

1: repeat

2: ct, ea,v < Encapsulate’(pk, , )

3: if |es + v| < ¢ then

4: continue

5: end if

6: v~’<—(vo+[%J,v17...,vn,1)

7: ct, , <« Encapsulate’(pk, ez, v’)

8: until HammingDifference(ct, ct) == 1 //Replace by required conditions

9: return ct, ct

Figure 5.3: A graph used to represent an inequality with 4 variables and 5 inequalities (adapted
from [HPP21)).

version in [HMS+23] (see Chapter 6) adding error resistance to the method of [HPP21] while
lowering the number of inequalities compared to [Del22]. In [HMS+23], we additionally explain
how to integrate the belief propagation output obtained by a method as described here into a
lattice problem.

5.4.1 Recovery using Belief Propagation

The work of [PP21] uses a Bayesian update method which is related to updating in belief
propagation works. Instead of using an ad-hoc updating method, we employ the technique used
to solve LDPC codes (introduced in [Gal62[; see e.g. [Mac03| for a comprehensive introduction):
A belief propagation graph consisting of variable nodes and check nodes is used to represent
inequalities (equations in LDPC-codes). The variable nodes model an unknown variable while the
check nodes model an inequality; an example of a low-dimensional graph is shown in Figure 5.3.
An inequality is connected to every variable with a non-zero coefficient; in our case, this means the
graph is fully connected/full density (or almost fully connected) in contrast to LDPC-codes which
are, by definition, of low density. To keep the recovery practical, we use several optimizations in
computations carried out in both variable nodes and check nodes.

Notation. In the remainder of the section, we assume to be given a system of inequalities
xM < b (5.10)

where x = (e, s) and the coefficients of M are small. We denote the j —th inequality by m; = m. ;
(as it is the j-th column of M) and the i-th coefficient of m; to be m; ; to be in line with standard

102



5.4 Recovery of the Secret Key

matrix notation. The amount of inequalities is denoted by m and M e Z™*2kn,

Messages

A message in belief propagation run represents the belief about the true value of a coefficient. A
belief 1 is given by a discrete probability distribution on {—n,...,0,...,n}, i.e., by a function

p={x—p, |xe{-n...,0,...,n}} (5.11)

such that

Dinlx) =1 (5.12)

but in practice the condition of Equation (5.12) is relaxed; before obtaining probabilities the
messages then have to be normalized. As n € {2,3} in Kyber, depending on the security level,
messages are fairly small and may be stored as floating point arrays of size 5 or 7. The sizes per
security level are shown in Table 5.1.

Table 5.1: Sizes in byte of a single message and 2kn messages per Kyber security level when using
64-bit floats. Note that in practice, more than 2kn messages have to be stored simultaneously,
especially when using a multithreaded approach.

Kyber Security Level Kyber512 Kyber768 Kyberl1024

n 3 2 2
Message Size 56 40 40
Total Message Sizes 57.344 61.440 81.920

Variable Nodes

A variable node represents an unknown variable and aims to compute the same value as in the
generic description of belief propagation given in Section 2.4. The variable nodes are initialized
with Kyber’s error distribution as priors, i.e., with binomial distributions centered around 0
with 7 € {2, 3}, as the coefficients represented by variable nodes were initially sampled from this
distribution (in an honest key generation).

Initially, the priors, fiprior, are sent out to the factor nodes; after that, in every other step,
every variable node receives messages from all check nodes (ignoring that some connections
are unnecessary). In step ¢ > 1 a variable node with index 7 and arriving messages f;;.,
j€{0,...,2kn — 1}, the variable node computes the messages

2kn
Pt = Hprior | | i = {93 = pprior(@) | | Mj,i,t(l“)} : (5.13)

i#5'=0 ' #i

Due to the full density, a straightforward computation leads to high run-times — after all
2kn - (2kn — 1) - m products have to be computed with 2kn € {512, 768,1024} and m, the number
of inequalities, commonly being a 4- to 5- digit number. Using the two-binary-tree strategy
of [PP21] is valid, but an even easier and comparably efficient algorithm consists of a forward
and backward multiplication: An array is first initialized to contain the neutral messages, i.e.,
the message mapping everything to 1. Then, forward and backward accumulators are initialized
to the prior. A loop over j € {0, ... m} multiplies the message at j with the forward accumulator,
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the message at n — 1 — j with the backward accumulator, and the accumulators with the p; ;¢
and p; n—1—jt, respectively. After the loop finishes, the array contains all j; j ++1 as specified in
Equation (5.13). These messages are sent to the variable nodes.

Factor Nodes

The messages sent from the variable nodes are received at check nodes. A check node with index

j represents an inequality
2kn

2 My T < bj. (514)
=0

The messages arriving from the variable nodes represent beliefs over the x;, and, to update the
belief for z;, the factor nodes aim to compute

P(ai =y | ) mi oy <b)). (5.15)

,L'/

We may compute this as
P(l‘i =y | mey’jxi/ < bj, 1‘; ~ ,ui/,ﬁ) (516)
i/

= Py =y | mijy+ Y, mywe <bj, o ~ ) (5.17)

i
= P(Z My j T4 < bj —m; ;Y, 33; ~ Mi/,j,t)~ (518)

i #1

To compute Equation (5.18) and thereby Equation (5.18), we compute the leave-one-out
distributions for all coefficients. The leave-one-out distribution for the i-th coefficient is the
distributions of

S; = Z My 44 . (519)

i

To compute s;, all the convolutions of all but one y; ;, representing the beliefs in x;, have to
be computed. We originally used the approach two-tree approach of [PP21], but note that are
simplified algorithm could be advantageous in terms of memory consumption and copies of large
arrays. This approach two-tree approach is described in Section 3.3.3 and allows computing
the leave-one-out distributions which are contained in the leaves of the downtree at the end of
the computation. It may be replaced by a forward and backward accumulator which is slightly
less computationally expensive. The computations taking place in the check node are stated in
Algorithm 16.

5.4.2 Final Recovery

The work of [PP21] already notes that not all coefficients need to be recovered. Given half of the
coefficients of x = (e, s), the public key equation

sAT +e=b (5.20)

can be turned into a kn-dimensional (undisturbed) system of linear equations with kn unknowns.
Therefore, recovering kn coefficients is sufficient to recover the full key x.

As before in Chapter 4, we define a coefficient to be correct if its likeliest value is the true value
of the coefficient. A coefficient is called recovered if there is some order (known to the adversary)
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Algorithm 16 Computations taking place in a check node for an inequality with coefficients a;
as stated in [HPP21].
Require: Incoming messages mg, ..., Map_1
Ensure: Outgoing messages my,...,mb, ;
: for allie {0,...,2n — 1} do
for allveV do
m;la; - v]" — my[z] > Distribution of a;z;
end for
m; «— FFT(mm,)
end for
downtree « BinaryTrees. compute(my, . . ., Mh,,_1) > Multiply leaving one out
for all i € {0,...,2n — 1} do
m} <« downtree. leaf (%) > downtree. leaf (i) = [ [,_; M
m” «— FET ™ (m!) = Holds distribution of )
for allve V do
m}[v] <« m}.sum_lesseq than(b—v) = milv] = P(}X;4; a5z <b—v)
end for
end for
return my, ..., mh, 4

—
e

ji Ailj

e e e

of the probability distributions in which at least all coefficients up to and including this coefficient
are correct. Even without an attack, just taking the priors into account, a lot of coefficients will
be correct — but not recovered.

In every step, we apply our orders and check whether the first n coefficients are recovered by
solving the public key equation for the likeliest value. The latter can be done in linear time, and
we may therefore carry out this step after every belief propagation step. We propose four orders
to check for recovered coefficients:

e Entropy per node.

e Change in Entropy per node.
e Min-Entropy*.

e Entropy and min-entropy.

The recovery algorithm is stated in Algorithm 17.

5.5 Impact of Countermeasures

The most general countermeasure preventing decryption failure attacks, including previous attacks
as well as ours, is to shut down or regenerate the secret key after a certain number of decryption
failures that is lower than required to solve for the secret key. But as already noted in [PP21],
this opens the possibility for a Denial of Service (D0S) attack on the device.

Several other countermeasures could mitigate or even prevent a concrete instantiation of our
attack. We did not specify the exact point of the physical part of our attack and leave this open
as it depends on the vulnerabilities of an implementation or device as well as the possibilities

4The logarithm of the probability of the likeliest value.
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Algorithm 17 Recovering the secret value using belief propagation.
Require: Belief propagation graph g returning probability distributions D; for key coefficients
x;, step size s, orders {; for j € {0,...,1}.
Ensure: True and the secret key if the secret key has been found; false otherwise.
1: repeat
2 g . propagate(s)
3 D « g.get results()
4 for all j € {0,...,l} do
5: L < Order D; according to };
6
7
8
9

for allie {0,...,kn} do
:L‘/L(i) « Likeliest value of Dy,
Solve sAT + e = b for remaining kn values.
if Found solution x’ then

10: return true, x’
11: end if

12: end for

13: end for

14: until Abort conditions of g reached
15: return false

of an adversary. Therefore, we may not provide an in-depth analysis of the effect of specific
countermeasures; instead, we give an overview of how our attack is impacted by a class of
countermeasures.

In general, if a countermeasure prevents the fault from succeeding in all but every [-th fault,
we require 2 times more faults, but the attack is not prevented. This straightforward adaptation
to countermeasures is achieved by disregarding decapsulation failures and only working with
inequalities resulting from decapsulation successes. As a decapsulation success may not occur
with an incorrectly applied fault (be it an inefficient fault or a fault targeting an incorrect value),
inequalities obtained from decryption successes are always correct. If the correctness probability
for inequalities from decapsulation failures is greater than about 0.6, including these inequalities
gives an additional benefit (see Chapter 6 and Section 7.2.3).

5.5.1 Shuffling Countermeasures

While the attack of [PP21] is prevented by shuffling the error correction®, our attack is not affected.
This is because we do not target the error correction in the first place but either the stored or
the recomputed ciphertext. A potential point of attack against the re-computed ciphertext may
be the compression method of the encryption routine during the re-encryption step. In the case
of shuffled compression, the difficulty of manipulating the re-computed ciphertext is increased.
We may still target the re-encrypted ciphertext, but for [ shuffling positions, we require 2[ times
more faults. If we target the originally submitted ciphertext, our attack is not mitigated at all.
This means, that shuffling the compression together with additional appropriate countermeasures
to ensure the integrity of the recomputed ciphertext, may mitigate the attack when targeting the
recomputed ciphertext, but the main attack location is still vulnerable.

5Called decoder in the work of [PP21].
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5.5.2 Redundancy

Storing the ciphertext in a redundant form, differing from the original ciphertext, prevents an
adversary form targeting the stored ciphertext. Instead, they are required to be able to fault the
re-encrypted ciphertext or fault the comparison itself. A countermeasure could, for example, be
the following, also shown in Figure 5.4:

1. Hash the incoming ciphertext before calling the decryption routine.

[\V]

. Store hash and ciphertext while performing the re-encryption.
3. Hash re-encrypted ciphertext in the same manner as the submitted cihpertext.
4. Compare ciphertexts and hashes instead of only ciphertexts.

As the hash values will not differ by a single bit and are of much longer length, faulting the hashes
is very likely not an option (assuming the adversary may change arbitrarily long values to their
liking, the device under attack may be targeted in numerous other ways as well). Therefore, an
adversary is required to either also fault the comparison of the hashes, target the re-computed
ciphertext, or fault the ciphertext before the hash is performed first. Note that the attack is not
prevented, but the attack surface is greatly decreased.

Redundancy in combination with shuffling countermeasures and additional protection of the
recomputed ciphertext, a secured comparison, and additional countermeasures such as randomized
memory layouts likely prevent our attack in threat models that exclude state-level adversaries. In
this case, the adversary needs to target the submitted ciphertext before the computation of the

hash takes place.

[re_encrypt ]—»[ compare ]—»[abort]
Y
®

Figure 5.4: A countermeasure adding redundancy and thereby preventing the fault on the stored
ciphertext as proposed in [HPP21]| (figure adapted from [Her23b]). An additionally computed
hash (in bold) is stored and later compared.

Note that [PP21] discuss another countermeasures: A device may shut down or regenerate
the key pair after having observed a certain number of decryption failures. They note that this
countermeasure causes devices to be vulnerable DOS attacks. If this countermeasure is designed
without taking our results into account, our attack may circumvent it, due to the reduced required
number of inequalities. Our results in Chapter 6 explain how to deploy this countermeasure to
achieve the required security level.
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5.6 Summary

In lattice-based cryptography, the error correction has been a target in classical as well as in
side-channel and fault attacks. In the case of Kyber, the work of [BDH+21b] uses side-channel
analysis combined with a chosen-ciphertext, and the work of [PP21] uses a fault to potentially
cause a decryption failure and obtain information from observing the outcome. These have been
validated in practice and can recover the secret key from a physical device, but the side-channel
analysis presented in [BDH-+21b]| is mitigated by appropriate protection of the comparison — in
fact, a main contribution of [BDH+21b] —, and the fault attack of [PP21] requires a reliable fault
and a specific point of attack that is insufficiently protected.

We introduce a novel attack strategy: Previous work introduced an error using a chosen
ciphertext and then passively observed the decryption result [GJN20, BDH+21b] or used a fault
to introduce an error and then observed the decapsulation result [PP21]. Instead, we use a chosen
ciphertext to introduce an error (and potentially cause a decryption failure) and a fault to correct
the error during storage of the ciphertext or after the re-encryption has been carried out. Thereby,
we may target multiple locations over a long execution time, only need to target public data and
routines, do not require a reliable fault, circumvent standard countermeasures that prevented
previous attacks, and achieve a larger attack surface.

In addition, we explain how belief propagation may be used to recover the secret key from
decryption failure information. This technique requires less information to recover the secret key.
In comparison to previous attacks, the adversary has to apply fewer faults as they may obtain
the secret key from less information. Moreover, countermeasures that shut down the device after
a certain number of decryption failures (c.f. [PP21]) could become ineffective. Furthermore, our
approach outperforms previous approaches in terms of required computational power and can
be carried out on a normal laptop as opposed to requiring large amounts of RAM. In total, our
technique relaxes the attacker model, reduces the costs of the attack, and thereby increases the
threat the attack poses. We further improve upon this technique in the following chapter by
combining belief propagation with an algebraic approach. Evaluations of our attack, in particular
the required number of faults to fully recover the key, are given in Section 7.2.

The FO-transform and the error correction are major building blocks of several lattice-based
schemes. We show that these components may be targeted with an unreliable fault and in the
presence of several standard countermeasures. Moreover, we show that public data has to be
protected with countermeasures similar to the measures taken to secure secret data. Thus, our
findings impact the security considerations of devices running the new National Institute of
Standards and Technology (NIST) standard for post-quantum key exchanges in several aspects:
Public data has to be considered vulnerable in the targeted class of schemes, the amount of
required information for full key recovery is lower than previously believed, the attack surface is
larger than previously known, and devices running such schemes are vulnerable to attacks on the
error correction even when only an unreliable fault can be applied.
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Chapter 6

Security Estimates for Error-Tolerant
Key Recovery

Implementation attacks commonly require the adversary to recover the key from noisy data.
Veyrat-Charvillon [VGS14] introduced the approach to interpret the recovery task as a decoding
problem and use coding-theoretic algorithms. For side-channel attacks, they coined the term
Soft Analytical Side-Channel Attack (SASCA), and since then, the method has been applied
more generally in implementation attacks (e.g. in [PP21, HPP21]). Attack strategies presented
in this thesis [HHP+21, HSST23, HPP21] as well as several other attacks targeting post- and
pre-quantum cryptography, e.g. [KPP20], utilize belief propagation or a variant thereof.

Many of these attacks rely on the measurement noise level being low enough or an adversary
applying a sufficient number of faults. If these conditions are not satisfied, the decoding problem
may not be solved and the belief propagation does not converge against probability distributions
having the true coefficient as likeliest value. The attacks of, for example, [HHP+21, HSST23,
HPP21], abort if the belief propagation has not recovered the secret key after some abort criteria,
e.g. a specified number of iterations, has been reached. The public key equation is merely used
for testing a potential solution for correctness.

Due to the “all-or-nothing” approach in these attacks, no security estimates are available; this
means, that if an adversary can retrieve information that is not sufficient for full key recovery, the
remaining security of the instance of the scheme is yet undetermined. In edge cases, coefficients
can be assumed to be fully recovered, and estimates may be obtained from a primal attack by
taking them into account or by using the more sophisticated framework of Dachman-Soled et
al. [DDGR20]. But in many cases, neither can coefficients be directly seen as recovered nor are
many coefficients recovered in the first place. As the belief propagation output does not fall into
any of the cases covered by [DDGR20], to the best of our knowledge, no method to combine
belief propagation with an algebraic attack, e.g. a primal attack, is known. Therefore, these
attacks perform suboptimal as available information, i.e., the lattice information coming from the
public key equation, is not taken into account. Moreover, the lack of security estimates leads
to uncertainty regarding countermeasures which, for example, increase the measurement noise
or restrict the number of decryption failures. Even if an adversary may not be able to recover
the secret key directly, they could have lowered the bit security enough to launch a successful
algebraic attack and then still recover the full secret key.

In [HMS+23], we present a key recovery method for decryption failure; this information
occurs in, e.g., [BDH+21b, PP21, HPP21, DHP+22, Del22]. Note that the decryption failure
information that occurs in these attacks differs from the information obtained from failures that
occur without manipulation or in failure boosting attacks [DVV19, DB22| or failure boosting
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attacks that manipulate the key generation [FKK+22]. Our recovery method improves upon the
work of [HPP21] by achieving error-resistance and combining an approach based on Bayesian
updating with lattice reduction. In particular, we give a method to combine a belief-propagation-
based approach with a lattice-based recovery. In the first step, we adapt the belief propagation
approach from [HPP21] to achieve error resistance. We then integrate belief propagation output
into a lattice problem using the public key equation.

While we first and foremost target decryption failure information — due to its high relevance
— our method applies more generally. We state a technique to adjust belief propagation to
account for incorrect information and, moreover, explain how to combine belief propagation with
lattice reduction. Both techniques are highly relevant as belief propagation is used in a wide
variety of side-channel attacks, and lattice reduction is used for attacks and security estimates on
lattice-based cryptography.

Notation. As in the previous chapter, we denote the matrix of inequalities by M with entries
m;,; where j belongs to the j-th inequality and ¢ is the index of the key coefficient corresponding
to the inequality coefficient. The corresponding vector is denoted by b. The dimension of M is
m; this means M € Z™*?*" and b € Z™. The inequalities are given as

xM <b (6.1)
and a single inequality is of the form
2kn
x'm; = ) mi; <b (6.2)
i=0

where x = (e, s) is the secret key.

6.1 Recovery Model

For our recovery method, we assume an adversary has carried out an attack resulting in decryption
failure inequalities in Kyber in which the coefficients are not or only slightly correlated to the
ciphertext coefficients as e.g. in [PP21, BDH+21b, HPP21, Del22, Wei22|. They obtained m
inequalities each being in the form of

(—1)°"(eTr —s'(ex + Au) + ez + Av)o < 0. (6.3)

Inequalities are not necessarily correct, and each inequality with index ¢, i € {0,...,m — 1}, comes
with a probability of correctness p;.

Moreover, the adversary has access to the public key equation. Given this kind of information,
they are asked to find the secret key x = (e, s). In addition, our method, in particular Section 6.4.1,
applies more generally whenever an attack results in belief propagation output and the adversary
is given access to a public key equation similar to Equation (6.18).

6.2 Recovery Strategy

We provide two main techniques to recover the secret key from given decryption failure inequalities.
Firstly, we achieve the error resistance provided by [Del22], also already mentioned in [PP21],
in the belief propagation of [HPP21|. Secondly, we use belief propagation output to obtain a
computationally less challenging lattice problem from the public key equation.
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Public Key Equation

Inequalities —»(Belief Propagation]—»[lntegrate Recovered]—»(lntegrate Remaining]—» CVP
Section 6.3.1 Section 6.4.1 Section 6.4.2

Figure 6.1: Parts of the recovery strategy and sections in which they are described (figure adapted
from [HMS+23]).

The error resistance is achieved by taking the correctness probability of every inequality
into account. We assign a correctness probability p; for every inequality (with index j); the
probabilities are a property of the attack the inequalities are obtained from, for example, a fault
success probability or from measurement noise. During the update process (c.f. Section 5.4.1), we
compute probabilities for the inequality as well as for the inequality multiplied by negative one.
The resulting probabilities are used for the updated message scaled by the correctness probability
of the inequality.

After the abort criteria of the belief propagation have been reached (c.f. Section 5.4.2 and
Chapter 7), the adversary is left with probability distributions — one for every key coefficient.
These probability distributions are integrated in two steps: Firstly, the recovered coefficients are
used on the public key equation

sAT +te=bD (6.4)

by substituting given values. This is done in such a way that unknowns are eliminated in the
order of reliability; we thereby utilize available information coming from the belief propagation
output on non-recovered coefficients. Secondly, we obtain a vector b’ from the belief propagation
output which is closer to the lattice vector in the Closest Vector Problem (CVP) instance given
by the public key equation. This results in a CVP instance that, when embedded into a Shortest
Vector Problem (SVP) problem, proves to be computationally easier to solve and results in the
secret key as well. The key recovery process is visualized in Figure 6.1, and a high-level depiction
of the integration routine in three dimensions is given in Figure 6.2.

6.2.1 Number of Decryption Failures

Previous methods already provide a way to recover the secret key. The method of [PP21] requires
a large but not impractical amount of RAM (which can likely be optimized further) and requires a
maximum of a lower five-digit number of inequalities (see Section 3.3.3). The algorithm proposed
in [Del22] provides error resistance and requires a number of inequalities that is comparable
to [PP21]. Assuming an adversary can reliably apply thousands of faults, one could speculate
that a few thousand faults more do not matter.

This is not the case when taking a basic countermeasure into account, which has already been
proposed in [PP21]: To mitigate attacks that rely on decryption failures, a device may be designed
to either shut down or regenerate a key after a certain number of decryption failures happen.
The number of decryption failures to shut down after has to be determined based on the security
level per number of inequalities (and the type of inequality taking e.g. key manipulation into
account, as in [FKK+22]). A lower bound can be obtained by an information theoretic analysis
as provided in Section 6.2.3. But the consequences of this kind of countermeasures are that the
device becomes vulnerable to a simple Denial of Service (DOS) attack — an adversary merely has
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T

Figure 6.2: A high-level depiction of the integration of belief propagation output into a CVP
instance as shown in [HMS+23]: Recovered coefficients reduce the dimension of the problem
(from b to b’), and remaining information gives a closer vector c.

to submit a certain number of manipulated ciphertexts to shut down a device (no key recovery
attack needs to be carried out).

Therefore, when considering this countermeasure, regenerating the long-term secret key after
as many as possible, i.e., without undermining the targeted security level in practice, inequalities,
is likely a favorable scenario. Knowing the minimum required number of decryption failures in
practice as well as having security estimates for any number of inequalities is thus crucial to
assess the security of systems defended this way. Our method lowers the number of required
inequalities compared to previous work and allows for security estimates in partial attacks.

6.2.2 Belief Propagation Output

After a belief propagation run, the adversary is left with probability distributions D, for i €
{0,...,2kn — 1}, where D; belongs to the i-th key coefficient ;. We recall the notation used in
previous chapters: We say distributions are converged if there is a single value with probability 1
(and other values have probability 0). A distribution is correct if the likeliest value is the true
value of the represented coefficient. A coeflicient is recovered if the coefficient is correct and there
is an order (known to the adversary) in which all coefficients with a smaller index are correct.

We again assume recovered coefficients are known to the adversary, i.e., that the adversary
chose an order and knows the first r coefficients are correct. Even though an adversary has no
direct way of checking whether a coefficient is actually recovered, they may perform the following
algorithm:

1. Order the coefficients.
2. Assume 7’ coefficients are correct.
3. Run the remaining attack to obtain an estimate 8’ for required BKZ-3.

4. In case of failure increase 7’ and go back to 2.
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If the attack ends with an estimate 3 for the required BKZ-3, and the adversary is able to perform
BKZ with 8/, a failure is defined as estimated 8 > ’. In the case that r’ is correctly chosen but
B > ', the adversary will in the next step use an incorrectly high r; but as the attack is bound
to fail in any case due to insufficient computational resources, this does not affect the validity
of our assumption. Note that a low computational complexity of step 3 and step 4 (detecting
failures) is crucial for our assumption to be correct. As this is the case in our situation, we may
assume the adversary to know the correct number r of recovered coefficients.

6.2.3 Information Theoretic Analysis

While several works obtain similar inequalities and either solve or estimate the remaining security
using a recovery method [PP21, BDH+21b, HPP21, Del22, Wei22], the theoretical information
contained per inequality/in a system of inequalities has not yet been stated. We show that with
perfect ciphertext filtering (c.f. Section 3.2.2 and Section 5.3.2), every inequality gives exactly one
bit, and we explain how to simulate the amount of information contained with different filtering
values.

Mutual Information

For a random matrix M of inequalities (as rows) sampled as in an attack, without taking the
observations into account (i.e., without fixing the inequality signs), we may see the observations
o and the secret key as random variables and compute the mutual information for key space X
and observation space O = {0,1}"" as

P(x,0
Z Z P(x,0)log, (P()E)P(f))) . (6.5)

xeX 0eO

The observation is determined by x and M; therefore, denoting the correct observation to a key
as Oy, this can equivalently be written as

>} P(x)log, <P(ix)) : (6.6)

xeX

In the case of b = 0, for a random key, every observation is equally likely; thus, in this case, the
mutual information is

1
Z X log, (2) = m. (6.7)
xeX
In other words, with perfect ciphertext filtering, every inequality holds one bit of information.
Note that we implicitly used the linear independence of the columns of M to obtain Equation (6.7).

Intuition and Simulation

The problem can be seen as obtaining an affine hyperplane that partitions the key space as
illustrated in Figure 6.3. In the case of perfect filtering, i.e., b = 0, the hyperplane is a subspace
and therefore halves the key space. If b 0, the computation of P(0y) is more difficult as b and
M influence by what degree the key space is diminished and therefore how likely an observation is.
Taking into account that the left side of Equation (3.28) is approximately binomially distributed,
the probabilities of P(o) may be simulated for b # 0. Another (slightly different) approach is
stated in [HMS+23].
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(a) b =0. (b) b # 0.

Figure 6.3: A single inequality in a two-dimensional key space, in the first case with b = 0 and in
the second case with b # 0.

6.3 Error Resistant Belief Propagation

We first augment the belief propagation recovery by error resistance. This allows combining the
benefit of being able to work on potentially incorrect inequalities, first provided by [Del22]|, with
the lower number of required inequalities in [HPP21].

6.3.1 Error Resistant Check Nodes

To achieve error resistance using the method of [HPP21], we have to modify the check nodes.
Recall from Section 5.4.1 that the factor node for the j-inequality in [HPP21]| computes the
probability for the i-th coefficient, 1 ;¢+1, based on the beliefs on all other coefficients. Denoting
our inequality coefficients by m; ;, where i is the coefficient index and j is the inequality index,
the outgoing messages are given by

Wiit+1(y) = Pz =y | Zmi',jfﬂi' < bj, @i~ pir ) (6.8)
1:/

where the right side may be computed using

Pla; =y | Y mijes <bj, @ ~ pjr) (6.9)
1:/
=P(zi =y | mizy+ Y mzi <bj, @ ~ pir 1) (6.10)
i
=P( mijwi <bj—migy, T~ i j0)- (6.11)
i/ #1
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We now additionally store the correctness probability p; for every inequality in the corresponding
check node. Taking into account that inequalities are potentially incorrect, we get

P(z; =y | given m; and pj, = ~ py j 1) (6.12)
=pP(z; =y | mexi, < bj, @ ~ pir jt, m; correct) (6.13)
+(1—=p)P(z; =y | Zmi’jxi, > b;, @ ~ i jt, M; correct) (6.14)
i/
and
P(x; =y | Y migwe > by, @} ~ p 1) (6.15)

7

may be computed similar to Equation (6.11). The messages coming from check nodes are given as
Wiit+1(y) = P(z; =y | given m; and p;, ) ~ puir j1). (6.16)

The error-resistant variant has to compute the leave-one-out distributions S;, i.e., the distribu-
tions of
Zmi,ﬂi'» where z} ~ fiir . (6.17)

i

Therefore, the computation carried out in the check nodes uses similar optimizations compared
to [HPP21] to compute the S;. In the computation of Equation (6.14), the check node now, for
every coefficient and every possible value, sums over the complete probability density function of
S; instead of only up b; — m; ;y. The sum up to b; — m; ;y is weighted by p, while the remaining
sum is weighted by 1 — p.

6.3.2 Computational Complexity

We require about twice the computational effort compared to [HPP21]| because every check
node has to sum over all values of all the probability distributions of all leave-one-out sums (c.f.
Section 5.4.1). Compared to [Del22], the computational overhead is very large; nevertheless, note
that we still only require an adversary to run our algorithm for less than a few hours on a laptop
or merely minutes to seconds on more powerful Central Processing Units (CPUs). As this part
of the attack is purely offline, we argue that such runtimes, especially as they can be reduced by
using appropriate hardware', are irrelevant.

6.4 Belief Propagation and Lattice Reduction

After the abort conditions of the belief propagation have been reached, we are left with 2kn
probability distributions — one for each coefficient. Those are used for an improved lattice problem
compared to the one obtained in classical primal attack.

6.4.1 Integration of Recovered Coefficients

We first order all coefficients by some order, for example, min-entropy. In this order, we assume
that the first r coefficients are correct. Of these r coefficients, we denote the number of recovered
coefficients of s by rs and the number of recovered coefficients of e by r. (and r = rs +r.). We

IThis is because the implementation is parallelized.
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could integrate these coefficients using [DDGR20], but thereby we would disregard available
information: We know the unknown coefficient’s reliability from observed belief propagation
output. Moreover, our integration of remaining probability information relies on working on the
original Learning with Errors (LWE) equation.
The LWE equation is given by
sAT +e=h. (6.18)

In this section, the LWE equation is stated over F, and not over Z, and we, when integrating
recovered coefficients, do work over F, (but not R). We reuse the variable n to denote the
dimension of e and s, this means we assign n to be 2kn; in other words, we obtain the LWE
problem from the Module Learning with Errors (MLWE) equation and reuse the variable n.
To simplify notation, we assume the recovered coefficients to come in default order meaning
that the most reliable and often the first recovered coefficient has the index 0, and the least
reliable coefficient has the index n — 1. We denote the recovered coefficients as e, ..., e, _; and
80y -y Sh

re—1*

Integrating Recovered e

Given a recovered value of e, i.e., ¢; = efj, we may obtain an (undisturbed) linear equation from
Equation (6.18). This equation is of the form

n

Z SiAjJ‘ = bj, (619)

=0

and as most coeflicients A; ; will not be zero, we may solve for most coeflicients of s. The chosen
coefficient can then be eliminated by using the recovered value of e.

The coefficients of s are already sorted by some order which we see as correctness reliability.
We now use that order again to determine which coefficients to remove first — naturally, we aim to
substitute those that are the least converged. This means for recovered e; = e;- and least reliable
value s;, we eliminate s; from the system of equation by substituting

i
and then computing
A—(A-T.;); (6.21)
b—b—-t.; (6.22)

where -; denotes the i-th column to be removed,

Aj:%Aj,o
T, = | | (6.23)
A;}Aj,n,l
and
te; = (A5 (bj —e;), A7} (bj —€j), ..., A;(bj —¢;)) . (6.24)

In matrix-vector notation, the transformation for all recovered values can be written as

AT, (A-T.), (6.25)
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where T, is the matrix resulting from the identity when removing the columns in {0,...,7._1},
T.=>Te; (6.26)
J
and
b bt for t, = Y te ;. (6.27)
J

Integrating Recovered s

The integration of s is comparably straightforward as eliminating a coefficient of s can be done
directly and does not involve a decision that is based on reliability. The elimination of known
values of s consists of substituting known values s; = s into Equation (6.18) for j € {0,...,7s — 1}.
This means that for every j, we set

A—A; (6.28)
b—b—t, (6.29)

where 5 denotes the j-th column to be removed and

t = (ALQS;», Ai,15;‘7 e 7Ai,n—15/‘) . (630)

s,J J

In matrix-vector notation, the transformation for all recovered values can be written as

A — AT, (6.31)
where T is the matrix resulting from the identity when removing the rows in {0, ...,7,_1}, and
b b —t, for t, = Y t, ;. (6.32)

J

6.4.2 Integration of Probability Information

After having integrated the recovered coefficients, i.e., after having computed
AT, (A-T,)Ts and b« b —t, —t, (6.33)

the dimension of the equation is n — r, and we are left with just as many probability distributions
— one for each of the remaining coefficients. The vectors e and b have n — r. coefficients, s has
n — ry coefficients, and A is of dimensionality (n —rs) x (n —7¢).

A straightforward approach could be to use key enumeration, e.g. as suggested in [PSG16],
interpreting the probability distributions as key ranking per coefficient. But the belief propagation
algorithm usually recovers either all coefficients or only very few (c.f. Section 7.2.2), i.e., r is
usually small and this leads to a large number of potential keys. Therefore, this only allows
for recovery in edge cases and does not improve upon the majority of cases where a direct key
recovery is not possible.

Instead, we leverage the additional information for a variant of the primal attack?. The equation
(over F,) given by (the transformed) A and b (now interpreted over Z) defines a lattice Lgyp
through the basis

stp _ (QIXTS In(_)r ) c Z(n—r)x(n—r). (634)

2Note that in [HMS+23] we further discuss the option of using the dual attack.
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It can easily be verified that
trarget = (—€,8) + (b, 0) (6.35)

is an element of L., and the primal attack consists of finding a lattice element close to (b, 0)
(which is given); this leads to finding tiarget and thus x = (e, s).

Through the obtained probability distributions and potentially key enumeration, we are now
given guesses for x, which we denote by x’ = (&’,s’). Under the assumption that we found the
correct number of recovered coefficients, x # x’. But x’ can be assumed to be closer to x than 0
if we consider the belief propagation to work correctly. Denoting the difference between guess
and key by (&,8§), we have

ttarget = (_évé) + (b,O) + (_e/v s,)v (636)

and
|[trarget — ((b,0) + (—€',8"))|| < [[trarget — (b, 0)]]. (6.37)

Thus, searching for a lattice vector close to ((b,0) + (—€’,s")) will be computationally less
expensive than searching close to (b, 0).

Embedding into the SVP problem using Kannan’s embedding [Kan87], we obtain the lattice
Ly defined by the basis

ql—r, 0 0
Bove=| A L, 0]eztxrn), (6.38)
b —e¢ s/ c

where ¢ can be chosen in an optimal way as described previously, e.g. in [DDGR20]; for our
evaluations, we use ¢ = 1 which is close to optimal in Kyber512 and optimal in Kyber768 and
Kyber1024. Note that for different schemes, such as, e.g., FrodoKEM, the choice of ¢ = 1 is far from
optimal. The lattice Lgyp given by B, may be used to find the secret key using lattice reduction,
most commonly using BKZ 2.0 [CN11] (implemented e.g. in [Fplll]). Moreover, [ADPS16Db,
AGVW17] explain how security estimates in terms of required BKZ-8 may be obtained from this
kind of SVP instance (also reiterated and used in [DDGR20]). We reiterate this approach in
Section 2.2.1, and our estimates in Section 7.2.3 are obtained by employing it.

Additional key enumeration. As already mentioned, taking the likeliest value as key guess
x’ is not the only option. Instead, the adversary may use key enumeration to compile a list of
likeliest guesses and create an SVP instance from them. Thereby, a guess with fewer incorrect
coefficients may be taken into consideration and further reduce security. This approach differs
from a purely enumeration-based approach as the enumerated keys do not need to be correct,
i.e., the key enumeration is not used to find the true key. Instead, the key enumeration merely
improves upon the guess but is not required to find the correct key; this is enabled by the approach
based on lattice reduction.

Note that an additional key enumeration also enables a parallelized approach. By enumerating
k likely keys for large k, and then running lattice reduction all resulting instance, the adversary
can run k instances. It is unlikely, that an attacker with widely-available computational resources
sees large improvements by this approach — the block size used for the lattice reduction is the
determining factor. However, as these instance run completely independent, a state-level adversary
may be able to further improve upon the results.
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6.5 Summary

Several attacks, in particular attacks that exploit decryption failures, rely on statistical algorithms
such as belief propagation. Classical state-of-the-art attacks on lattice-based cryptography target
the underlying lattice problem and recover the secret by using lattice reduction. In the case
of decryption failures, statistical methods are currently used in practice as they perform well
in end-to-end key recovery. Those methods, however, are either not error-tolerant or require a
larger-than-necessary amount of information, and — most importantly — do not offer security
estimates in partial attacks. This not only leads to underestimating attacks that exploit decryption
failures, but also hinders proper evaluation of countermeasures and the security of devices.

We introduce a novel method to recover the secret key from decryption failure information. Our
method combines statistical and coding theoretic approaches used in previous work [PP21, HPP21,
Del22| and the algebraic approach of using information arising from the public key equation
used in the classical attacks as well as in [DDGR20, DGHK22]. We first employ an improved
belief propagation technique achieving error resistance and then explain how belief propagation
output may be integrated into the lattice problem arising from the LWE instance. Thereby, we
provide an improved recovery algorithm that is error-resistant, requires less information to recover
the secret key, and outputs security estimates under the assumption of an adversary who uses
state-of-the-art recovery methods.

The presented method directly improves upon several previously published attacks that target
the error correction in the new National Institute of Standards and Technology (NIST) standard
for post-quantum key exchange and other lattice-based schemes, e.g., [BDH+21b, DHP+22,
Del22|. In addition, our recovery method is also relevant for potential future attacks that exploit
decryption failures using a chosen ciphertext. Such attacks arise whenever a side channel allows
observation of the comparison operation or a fault allows manipulation of the submitted ciphertext,
which could be enabled by various types of leakages in different locations of the algorithm. Thus,
understanding the impact of decryption failures is highly relevant to understanding the threat
posed by side-channel and fault attacks against lattice-based cryptography.

Moreover, we conjecture that our error-resistant belief propagation techniques and integration
of statistical information into a lattice problem may be used more generally to improve upon
implementation attacks on lattice-based schemes. This is, e.g., the case for the attacks presented
in this thesis, but most likely also applies more generally. Thus, we improve upon several previous
attacks, enable novel attacks, and provide concrete security estimates for partial attacks, which
allow for designing and evaluating countermeasures.
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Chapter 7

Evaluation and Results

We evaluate the previously presented attacks and methods on the example of Kyber. We rely on
simulations and refer to previous work such as [PP19] or [Del22] for attacks on physical hardware
confirming our models. The adaptation of Chapter 4 to countermeasures, described in Section 4.5,
as well as the method described in Chapter 6 are only evaluated on the example of Kyber512.
The adaptations presented in Section 4.5 are independent of the security level and, therefore, do
not require separate evaluations. In the case of Chapter 6, the error distribution in Kyber512 is
particularly unfavorable', and the performance on other security levels can be inferred from the
evaluation of Chapter 5. To access the methods defined by Kyber, our attacks rely on either a
modified PQClean [KSSW22, PQClean| implementation or a Python [PyRef] implementation
of Kyber, which is close to the reference implementation [ABD+| of Kyber submitted to the
National Institute of Standards and Technology (NIST) contest in the second round [NistR2].
In the case of Section 4.5, the effects of countermeasures are directly modeled into the belief
propagation instantiation. Due to the varying nature of our attacks and methods, the evaluation
models differ.

Belief propagation implementation. All attacks and methods rely on belief propagation.
This work is accompanied by a generic belief propagation implementation [HSS21], which forms
the basis of all our implementations. It was originally developed for the work of [HHP+21] by
the author of this thesis with the help of several co-authors. The implementation is written
in Rust [MI14, RustRef], deployed as a library, and allows changing the node functions with
comparably little effort. The base implementation features a graph class that holds edges and nodes.
Nodes are objects containing an abstract node function object (implemented as a trait), which also
allows the graph to extract several parameters to, e.g., influence the message scheduling. Based
on those parameters and the node function, the graph class offers fully parallelized computation
of the node functions and takes care of correct message passing between nodes connected by
an edge. To implement a different type of belief propagation, e.g. for one of the here presented
attacks, only the node function objects have to be reimplemented.

Recovered coefficients. All of our attacks attempt to recover secret key coefficients from
belief propagation. Depending on the available information and/or the measurement noise, the
belief propagation output varies from having almost no additional information (compared to the
priors) to giving distributions where the likeliest value is the correct/true one for all coefficients.
When evaluating, we may check whether a coefficient is correctly recovered, but an actual attacker
does not have this option as they do not know the true value. Therefore, counting coefficients as

1Both other security levels use the same, more narrow error distribution.
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“recovered” whenever their distributions have the true value as the likeliest result is obviously
incorrect — even when using only the public error distribution as model, this definition would
give about a third of “recovered” coeflicients in Kyber. Instead, we sort coefficient distributions
after a belief propagation run by one or several metrics. In this metric/order, we check how
many correct coefficients occur before the first incorrect one. This means we look for the longest
chain of correct coefficients we can find in some order. The coefficients in this chain are what we
call recovered. This method is available to an attacker with a computational overhead that is
linear (or even logarithmic using binary search) in the cost of checking whether a key is correct:
An attacker can simply run the key recovery for every possible length of the chain and check if
this yields the correct result, or use an estimate of hardness for the remaining attack. Checking
if a secret key is correct is a linear operation itself, and quickly commutable estimates for the
hardness of lattice reduction are available. Therefore, in the case of the attacks and methods
presented in this thesis, assuming that an attack may recover these coefficients is valid.

Hamming weight model. To evaluate side-channel attacks, i.e., mainly the attacks presented
in Chapter 4, we rely on the Hamming weight model, which we already reiterated in Section 3.1.2.
This model was shown to be realistic in the similar attack of [PP19] by confirming it against
measurements performed on a physical device (c.f. Section 3.1.2). Our attack in general does not
depend on the assumed leakage model, but the adaption to shuffling countermeasures does, in
parts, assume the measurements to follow the Hamming weight model distributions.

Fault model. Our fault model for the evaluation of our fault attacks, i.e., the attack strategy
described in Chapter 5, are single bit flips, bit resets, or bit sets. This means an attacker may flip
a bit, set a bit to zero, or set a bit to one. Which of the cases applies depends on the ciphertext
under (offline) control of the attacker. While requiring an attacker to be able to precisely fault a
single bit, we note that in the case of the attack of Chapter 5, the attack can be modified to allow
for a more relaxed assumption: If an attacker derives information from decapsulation success
alone, they may work with an arbitrary imprecise or unreliable fault. In turn, the number of
required faults is multiplied by 2 where f is the fraction of correct faults per total number of
faults. Note that in this case, multi-bit faults are also an option an attacker may target; this
choice is again taken offline by the attacker. While we did not carry out the attack, the work of
Delvaux [Del22] carries out a similar attack but with an even more relaxed fault model, which is
achieved by their improvements on our attack.

Decryption error model. The model for recovering the secret key from decryption failure
information is on its own very straightforward: The method described works on decryption failure
information in which the secret key coeflicients are not correlated to the inequalities coefficients.
The relation to concrete attacks and their properties is more complicated, but not required for
evaluation. For example, for an attack such as described in Chapter 5, a possible model would
again be the previously described one, which we use to evaluate fault attacks. But for an attack
using a side channel to observe decryption failures, the appropriate model may be based on the
Hamming weight model. Thus, our method should instead be seen as enabling and improving a
wide array of attacks rather than one concrete attack having a specific evaluation model.

7.1 Attacks on the Number Theoretic Transform

For the attacks on the inverse Number Theoretic Transform (NTT), we evaluate the success rate
of the belief propagation per noise level for all Kyber security levels and different amounts of
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zeros. We also report on the number of required traces per amount of zeros, taking the practical
maximum noise level into consideration. We then analyze the success rate of the final key recovery
and derive a final success probability for the complete attack. In addition, we give security
estimates for partial attacks and explain how they can be improved using the techniques described
in Chapter 6.

7.1.1 Simulation

We evaluate the attacks using the Hamming weight model as described above. A Python [PyRef]
implementation of Kyber close to the reference implementation of [BDK+18] and [KSSW22,
PQClean| gives access to the internal Kyber routines. Most notably, a modified (inverse) NTT
implementation allows computing partial (inverse) NTTs and output intermediate values and
enables the simulation of the leakage parts of the recovery method.

Our implementation receives several input parameters allowing us to specify the precise variant
of the attack. Firstly, a key pair is generated as in a normal Kyber key exchange. To simulate the
attack, we then generate a chosen ciphertext component u (according to the method described in
Section 4.3), compute the NTT of u and the scalar product of u and the secret key. The result is
fed into our modified NTT routine, which records all intermediate values v; ;, i € {0,...,n} and
j €10,...,layers}; the latter serves as basis for the simulated leakage. For each intermediate value
as well as in- and outputs of the inverse NT'T, we compute a probability distribution according
to the Hamming weight model. This means for standard deviation o, we compute the array of
measured values

U;’j = Vjj + €i,j (71)
where
61'7j <« Ng(O) (72)
The measurements are then given by
Mg = Ng(vg’j) (7.3)

and used as priors for the belief propagation graph.

We state our results in measurement noise level o. A positive success rate for a certain o means
that the attack succeeds with this noise level. A higher ¢ means a higher noise level and that the
attack is more difficult to carry out. This means that we aim to achieve a ¢ that is as high as
possible while still maintaining a positive success rate.

The belief propagation is implemented using the generic belief propagation library, and it
models the inverse NTT. Upon convergence, the resulting probability distributions are used to
restore the key by assigning the likeliest value to a key coefficient. This means, denoting the
resulting distributions by D; where i is the coefficient index, we retrieve the partial secret key s’
by setting

s = argmax, D;(z) (7.4)

for all positions that were not zeroed out. The full secret key s” is then restored by our recovery
method; if both parts of the attack succeed, the secret key s is equal to s”.

Convergence/Abort Criteria

We run the belief propagation for a maximum of 1000 full iterations (which means for 2000
message passes). Additionally, we abort the belief propagation based on a number of empirically
derived convergence criteria: We abort if the Shannon entropy at all nodes is less than 0.1 bit,
if the entropy change is less than 0.05 bit in 20 iterations, or if no more coefficients have been
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recovered in the last 200 steps. The first criterion is mostly a convergence criterion while the
second and third criteria do in most cases signal an abort after an unsuccessful run. Note that the
last criterion can only be employed for evaluation and is not available to a real-world attacker.

Runtime

With these criteria, a belief propagation run takes, on average, 20 minutes on two Intel Xeon
E5-2650 v4 2.20GHz (having 24 cores with hyper-threading enabled). The run time greatly differs
depending on the priors: With a low noise level, convergence is almost instant, i.e., after very few
iterations. With a very high noise level, the runs take more computation time but the second and
third abort criteria do cause the belief propagation to fail after in a reasonable time. In settings
with a noise level that is close to allowing for a successful run, the consumed time is the highest
as neither abort nor convergence criteria are triggered. We emphasize that our belief propagation
can be run on an ordinary laptop and does not require specialized hardware.

The final key recovery requires an attacker to run BKZ-70 to BKZ-80, which is computationally
more challenging than the belief propagation algorithm. The reduction without lattice reduction
(not described in this thesis but only in [HHP+21]) allows for an instant recovery on any ordinary
laptop. In addition, instead of running the final recovery method, an attacker may use another
trace to recover the remaining key coefficients and thereby trade measurements for required
computational power.

7.1.2 Results

The success rate of the belief propagation depends on the noise level only — the security level
is irrelevant. On the other hand, the results of the final key recovery on the other hand differ
between the security level due to differing vector length & and different error distributions.

Belief Propagation

After having obtained data from the template attack, the belief propagation computes the
marginal distribution for each key coefficient. Recovering coeflicients using belief propagation
forms the basis for the subsequent recovery algorithms. We first report on its success rate in
unprotected, masked, and shuffled settings.

Masked and unmasked settings. We first state our results for an unprotected standard
linearly masked setting as proposed in e.g. [RRC+16, OSPG18]. We ran our experiments for
a variety of distributions of zeros, in steps of Ao = 0.1, and state them in standard deviation
o of the noise. Per noise level, we run 25 experiments and compute the number of recovered
coefficients as an average.

The masked and unmasked settings do not differ for all noise levels where the success rate is
1. This is because, in the masked setting, the success rate drops quadratically compared to the
unprotected setting as the attack succeeds if and only if both graphs succeed. Figure 7.1 depicts
the success rate in an unmasked and unprotected setting, and Figure 7.2 states the result of a
masked setting. The number of recovered coefficients is shown in Figure 7.3 for the unprotected
scenario and in Figure 7.4 for the standard masked scenario.

Required traces. The number of required traces is already shown in Table 4.2 in a masked
setting. We re-state the number of required traces in combination with the required noise level.
Note that in the case of Kyber512, an attacker with limited computational resources would likely
require one extra trace.
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Success Rate of k-Trace Attacks
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Figure 7.1: The success rate, without countermeasures, of the belief propagation part of the
attack on the inverse NTT per measurement noise level (in o) and number of zeros as stated
in [HHP+21].

Table 7.1: Number of required traces and required noise level in a masked setting as similarly
depicted in [HHP+21]. The name of our attacks stems from the setting with 192 zero coefficients.

Sparseness Kyberb512 Kyber768 Kyber1024 SR > 0.7 SR >0
# zero coeffs. # traces # traces # traces max. o max. o
224 — - 8 2.2 2.7
192 2 3 4 1.2 1.4
128 1 2 2 0.6 0.8
64 1 1 2 0.5 0.7
0 1 1 1 0.5 0.5

Shuffling countermeasures. In the case of shuffling countermeasures, we take several scenarios
into account. We evaluate the effects of fine shuffling when using our shuffle node as well as of
coarse in-group shuffling when using our matching algorithm. Success rates in terms of noise level
are shown in Figure 7.5. Using the shuffle node, we may target a fine-shuffled implementation
with positive success rate with a noise level of o < 1. Two-point matching allows attacking a
coarse-in-group shuffled implementation with a positive success rate as long as ¢ is smaller than
0.5. As expected, we lose some noise tolerance in both cases, but may still perform a successful
attack on a protected implementation while maintaining a noise level that is comparable to
previous attacks on unprotected implementation.

The entropy caused by mixing priors is stated in Section 7.1.2, Section 7.1.2 shows the average
entropy per layer when using two-point matching with a mix matrix, and Section 7.1.2 states
information about the mix matrix itself. These values correlate with the protection offered by the
employed countermeasures and the effectiveness of our adaptation. It can be seen that higher
layers are affected to a larger extend as fewer sparse values occur and because noise from lower
layers accumulates in higher layers. The rank of the correct permutation, which signifies the
computational complexity of exact permutation matching, is depicted in Figure 7.6.

Mixing statistics were obtained by performing 100 runs per sigma, while success rates were
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Success Rate of k-Trace Attacks with Masking
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Figure 7.2: The success rate, with standard masking, of the belief propagation part of the attack on
the inverse NT'T per measurement noise level (in o) and number of zeros as stated in [HHP+21].

Table 7.2: Entropy per belief propagation node when applying mixing priors in comparison to an
attack against an unprotected inverse NTT as stated and depicted in [HSST23].

o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.00

No shuffling 8.60 863 890 9.30 9.59 9.79 9.96 10.09 10.20 10.30
Mixing priors  9.63 9.63 9.76 10.05 10.29 1044 10.54 10.63 10.70 10.77

computed with 10 runs per sigma. We do not evaluate the effects of coarse full shuffling due to
the required computational power and note the high level of protection by these countermeasures.
Our methods apply to full shuffling as well but are unavailable for an ordinary attacker without
extraordinary computational resources. To the best of our knowledge, possible improvements as
well as theoretic security evaluations of these countermeasures are still an open question.

Final Key Recovery

The final attack step is the key recovery using lattice reduction. We implemented this step using
the BKZ implementation of [Fplll]. In Kyber768 and Kyber1024, using BKZ-70, we achieve a
success rate of 92.7% in 590 attempts with 64 (out of 256) non-zero values. As the final key
recovery works independently on even and odd entries of our vector, we in fact run two key
recoveries each working on 32 (out of 128) non-zero values. With a block size of 80, the success
rate was 1. Kyber512 uses an error distribution with a larger support and therefore requires more
computational effort. Using BKZ-80, we could solve only 54% out of 100 attempts; this can very
likely be improved using a larger block size but could be infeasible for an adversary. Therefore,
we recommend using more non-zero components or to record more traces. With 96 non-zero
coefficients, all 100 attempts to recover the key were successful.

We summarize that for Kyber768 and Kyber1024 with 64 non-zero values, BKZ-70 suffices
in over 90% of the cases, and BKZ-80 can solve for the secret key in all cases. For Kyber512,
an attacker may need to run one more trace than theoretically required when being able to run
BKZ-80; this can be avoided by using more non-zero components.
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Recovered Coefficients of k-Trace Attacks
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Figure 7.3: The number of recovered coeflicients, without deployed countermeasures, of the belief
propagation part of the attack on the inverse NTT per measurement noise level (in o) and
number of zeros as stated in [HHP+21].

Table 7.3: The entropy increase, as stated and depicted in [HSST23], caused by applying two-point
matching compared to an attack on unprotected implementation. Note that the sixth layer
contains a large amount of butterflies with one input node being zero.

o 0.1 0.2 0.3 0.4 0.5 0.6

No shuffling (avg) 8.69 8.71 8.97 9.35 9.66 9.85
Layer 1 8.70 8.71 8.97 9.38 9.67 9.86
Layer 2 8.68 8.70 8.94 9.43 9.72 9.92
Layer 3 8.79 8.83 9.10 9.61 9.96 10.14
Layer 4 8.92 8.94 9.19 9.75 10.07 10.33
Layer 5 9.01 9.00 9.28 10.06 10.48 10.78
Layer 6 9.82 9.83 9.98 10.51 11.13 11.48
Layer 7 10.21 10.21 10.37 10.89 11.32 11.49

7.1.3 Comparison to Prior Work

Our attack strategy improves the attack presented in [PPM17] and [PP19]. Similar to [PPM17], we
target the decryption routine and thereby the long-term secret in contrast to [PP19]. As [PPM17]
targets a different scheme and different leakage, a direct comparison is hard. Instead, the subset
of our attack that does not use a chosen ciphertext, denoted “0 Zeros” (in e.g. Figure 7.2), may
be seen as adapting the attack of [PPM17] to our situation while using improvements of [PP19].
Additionally, we provide the chosen ciphertext and the recovery technique to substantially improve
upon the noise level (see Section 7.1.2). Using our technique increases the maximal possible noise
level, allowing an adversary to launch an attack even if their measurements are less precise. In
fact, the required standard deviation o for a successful attack without a chosen ciphertext is
about 0.6, whereas it increases to more than 2.5 using our attack strategy. But note that for
maximally required noise level, more measurements are required as stated in Section 7.1.2.

In regard to countermeasures, comparable, but more extensive, analysis exists for symmetric
cryptography (see Section 3.1.7). But to the best of our knowledge, no adaptations to belief-
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Recovered Coeflicients of k-Trace Attacks with Masking
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Figure 7.4: The number of recovered coefficients, with standard masking, of the belief propagation
part of the attack on the inverse NTT per measurement noise level (in o) and number of zeros as
stated in [HHP+21].

Table 7.4: Entries in a mix matrix with probability greater than 0.005 when using two-point
matching as stated and depicted in [HSST23]. The entropy per row is stated in brackets.

o 0.1 0.2 0.3 0.4 0.5
Layer 1 1.02 (0.02) 1.02 (0.02) 1.08 (0.05) 1.23 (0.12) 1.36 (0.2)

Layer 2 1.06 (0.06) 1.07 (0.06) 1.23 (0.13) 1.70 (0.33) 2.18 (0.58)
Layer 3 1.15 (0.14) 1.17 (0.15) 1.58 (0.30) 2.96 (0.82) 4.54 (1.43)
Layer 4 1.33 (0.03) 1.37 (0.32) 2.76 (0.75) 6.60 (1.94) 11.58 (2.99)
Layer 5 8.74 (2.85) 8.91 (2.87) 13.07 (3.45) 25.93 (4.80) 37.95 (5.50)

Layer 6 29.13 (4.77) 28.90 (4.79) 30.36 (5.35) 33.52 (6.43) 26.78 (6.80)

propagation-based attacks on post-quantum schemes have yet been proposed. Whether shuffling
countermeasures prevent attacks on the NTT or to what level these attacks are mitigated is
not yet known. Our techniques allow an adversary to target devices protected by shuffling
countermeasures with similar noise tolerance as previous attacks achieved against unprotected
implementations. We thereby provide previously missing analysis of countermeasures against
attacks on the NTT.

Summarizing, our attack strategy in its weakest form is similar to [PPM17] but targets Kyber,
assumes a different leakage model, and makes use of improvements from [PP19]. Our attack
strategy allows for an increase in the maximal standard deviation of the noise by a factor of up
to 5 when targeting the secret key in an attack on the NTT. Moreover, we take countermeasures
into account, give techniques to circumvent them, and provide an assessment of their impact.

7.2 Decryption Errors and Key Recovery
We evaluate the attack stated in Chapter 5 in the described fault model. We simulate a fault

by using a manipulated implementation which manually introduces the required error. Using a
chosen ciphertext, we thereby obtain decryption failure inequalities which are solved using belief
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Figure 7.5: The success rate, in the presence of shuffling countermeasures as stated in [HHP+21],
of the belief propagation part of the attack on the inverse NTT per measurement noise level (in
o) and number of zeros used in the chosen ciphertext. Note that the zero distributions differ
depending on the countermeasure. Therefore, we re-state the distributed results from Figure 7.1
and, additionally, state the result for contiguous zeros as given (only) in [HHP+21].

propagation. The ciphertexts may be pre-filtered to simulate the technique of ciphertext filtering.

Using a similar method, we may also simulate more generally applicable decryption failures. We
use those to evaluate our recovery method described in Chapter 6. By additionally introducing
incorrect inequalities in several ways, we obtain inequalities as they occur in a variety of attacks,
e.g. [PP21, BDH+21b, HPP21, DHP+22, Wei22]. Moreover, the evaluation of Chapter 6 results
in security estimates for partial attacks for the strategy described Chapter 5.

7.2.1 Simulation

To simulate a fault or obtain decryption failure inequalities, we use a modified PQClean [KSSW22,
PQClean| implementation. We added a manipulated decapsulation routine that has a second
ciphertext as a parameter; this second ciphertext is the ciphertext that the re-encrypted one
is compared against. Thereby, we may simulate a fault during the storage of the submitted
ciphertext. The remainder of the attack is implemented in Python [PyRef] calling the modified
PQClean implementation.

To evaluate the attack presented in Chapter 5, we first honestly? generate a key pair using the key
generation routine which is the target of our attack. Then, we honestly sample ciphertexts using
the encapsulation routine with the public key; we store the shared secret that the encapsulation
routine returns. The generated ciphertexts are manipulated such that they carry an additional [%J
term in the first coefficient; the original ciphertext is stored as well. We check if ciphertext and bit-
fault requirements are met before submitting both ciphertexts to the manipulated decapsulation
routine. If the ciphertext causes a decryption failure, the decapsulation routine results in a
different shared secret than the one obtained from the encapsulation routine.

The implementation cannot only be used to simulate the described attack but also gives a
general decryption failure oracle by using the manipulated decapsulation routine. To evaluate
our method described in Chapter 6, we merely need to add potentially incorrect inequalities. We
add a correctness probability to every inequality and — according to the probability — flip the

2This means without manipulation by a call to the key generation.
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Figure 7.6: The rank of the correct permutation as stated in [HSST23| per noise level and layer
when using exact permutation matching.

Table 7.5: Runtimes as stated and depicted in [HPP21] on an Intel(R) Xeon(R) Gold 6242 per
security level with a fixed number of inequalities in minutes.

Kyber security level Iterations 32 threads 8 threads
Kyber512 (6000 inequalities) 6.8 3.25 9.3
Kyber768 (7000 inequalities) 6.75 6.7 18.6
Kyber1024 (9000 inequalities) 9 16.9 39.25

sign of the required number of inequalities. For our evaluation, we use three main scenarios with
incorrect inequalities: Firstly, we consider the case that all inequalities are incorrect. Secondly,
we simulate an attack such as [HPP21] or [Del22] under the assumption of an unreliable fault but
with certainly correct decapsulation successes. Thirdly, we assume that half of the inequalities
are potentially incorrect and the other half of the inequalities are potentially incorrect.

7.2.2 Fault-Enabled Chosen-Ciphertext Attacks

We evaluate the method of Chapter 5 in terms of success rate and recovered coefficients per fault.
In this case, we assume the fault to work in all cases with no unreliability. Results for unreliable
faults are stated in the next section in a more general setting; moreover, an attacker may use
decryption success only. In this case, the number of required faults is increased by a factor of 2%,
where f is the fault success rate. Note that faults in Section 7.2.2 correspond to inequalities in
Section 7.2.3.

The amount of recovered coeflicients is shown in Figure 7.7 and the success rate in Figure 7.8.
Additionally, we state the runtime of the belief propagation in Table 7.5 as given in [HPP21].
The attack presented in Chapter 5 is improved by the recovery method stated in Chapter 6; the
average number of required faults for an adversary that can run BKZ-70 are shown in Table 7.6
(also as stated in [HMS+23]).
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Figure 7.7: Average number of recovered coefficients per administered faults in [HPP21]. Note
that recovering 512, 768, or 1024 coefficients, for the respective Kyber security level, is sufficient.
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Figure 7.8: Average success rate per administered faults in [HPP21].

7.2.3 Improved Recovery

We state the results regarding the improved recovery method presented in Chapter 6 in terms of
BKZ-5 per number of inequalities (for BKZ-3 and lattice reduction in general, see Section 2.2.1).
The inequalities are assumed (and sampled under this assumption) to be the result of an
attack where the inequalities coefficients are uncorrelated to the secret key coefficient. We first
state the results for a setting in which all inequalities are certainly correct, i.e., p; = 1 for all
i € {0,...,m — 1} where m is the number of inequalities and p is the correctness probability.
Then, we give the results for three settings that contain inequalities with p; < 1.

For correct inequalities, we differentiate between two settings: With and without ciphertext
filtering. The results are shown in Figure 7.9.

For potentially incorrect inequalities, the first scenario, shown in Figure 7.10, is one where all
inequalities are incorrect with p; = p for p € {0.6,0.7,0.8,0.9}. This corresponds for example to a
side-channel attack in which the attacker may detect a decryption failure correctly in p of the
cases; an example would be the attacks of [Wei22] or attacks similar to [BDH+21b, DHP+22].
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Table 7.6: Approximate required number of faults with fault success probability f assuming the
adversary can run BKZ-70 as stated in [HMS+23].

Method Correct f=09 f=08 f=07 f=06
Number of Faults 5500 8000 9000 11000 15000
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Figure 7.9: Security level per number of inequalities with and without ciphertext filtering as
stated in [HMS+23].

Another example would be a fault attack such as [PP21] in which a fault works in p of the cases
and no chosen ciphertext is used.

The second scenario, shown in Figure 7.11, corresponds to the attacks of [HPP21] or [Del22]
when assuming an incorrect fault but certainty about the result in the case of a decapsulation
success. In this scenario, the adversary uses a fault with success rate f, and an inequality derived
from a decapsulation failure is potentially incorrect; an inequality derived from a decapsulation
success has correctness p = 1.

In the chosen-ciphertext attacks used in the mentioned attacks, the amount of decryption
failures is approximately the same as the number of successes, but as the fault fails in f of the
cases, not all decryption successes can be identified. An observed decapsulation failure may either
be an actual decryption failure with a successful fault (with probability %), a decryption success
with a failed fault (with probability %), or a decryption failure with an unsuccessful fault (with
probability %) Therefore, under the condition of having observed a decapsulation failure, we
may deduce that a decryption failure happened with probability

(f/2)+A-f)/2 1

P (= +a-p2 2-f (7.5)

The final scenario, Figure 7.12, is stated mainly for evaluation purposes and features half the
inequalities potentially incorrect with probability ppha € {0.6,0.7,0.8,0.9}. To the best of our
knowledge, no currently published attack corresponds to this setting, but it allows for better
intuition on the effect of incorrect inequalities per total number of inequalities in a mixed setting
(i.e., a setting containing correct and incorrect inequalities).

We also compare our work to the work of [PP21| and [Del22|. Their presented methods do
not allow for security estimates — one of our main contributions — but we may compare the
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Figure 7.10: Security level per number of inequalities when all inequalities are potentially incorrect

with probability p as stated in [HMS+23].

Table 7.7: Comparison of recovery methods with different fault success probabilities (denoted by
f) and correctness probability (denoted by p) as depicted in [HMS+23].

Method Correct p=20.9 p=0.8 f=09 f=06
Pessl and Prokop [PP21] 7500 n.a. n.a. n.a. n.a.

Delvaux [Del22] 8500 34000 not solved 12000 21000
This work 5500 12000 24000 8000 15000

required number of inequalities with different correctness probabilities. A comparison of required
inequalities, as stated in [HMS-23], is given in Table 7.7.

7.2.4 Comparison to Prior Work

Several previous attacks [PP21, BDH+21b, DHP+22|, as well as the follow-up attack [Del22]
to our work, exploit decryption failures. The main improvement to previous attacks in the case
of [HPP21] is the relaxed fault model (only requiring an unreliable fault) and that the attack
has a large attack surface, which does not depend on a single routine or a faulty comparison.
Additionally, we only target public data and points in execution time, some of which did not
obviously require protection. These properties are inherited by [Del22| as their work builds upon
our attack strategy and improves it further. Our improvements in Chapter 5 are not quantified
in this section, as all of these attacks obtain the same kind of inequalities; the main contribution
lies in the properties of the attack itself, i.e, in the enlarged attack surface and the relaxed
requirements on the fault injection.

In terms of recovery methods, we mainly compare our work to the recovery method of [Del22]
as they are the most competitive among the methods which have been used in practice in this
setting. We require about 58% to 68% of the inequalities required by [Del22] depending on the
setting. This means that we may recover the secret key with slightly more than half of the data
required by [Del22|, which not only further reduces the requirements on the attacker, but may
also circumvent certain countermeasures proposed in [PP21]. In addition, we provide security
estimates that consider a practical recovery method, which previously were not available. These
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Figure 7.11: Security level per number of inequalities in an attack with fault success rate f and
resulting probability p = (1 — f)/2 for decryption failures as stated in [HMS~+23].

enable the design of countermeasures as well as appropriate evaluation models that consider the
usage of lattice reduction after a partially successful attack.

In summary, the main improvements of [HPP21] are not expressed in the evaluations of this
section but lie in the nature of the attack itself. In comparison to previous attacks, [HPP21] only
requires an unreliable fault, i.e., even if the fault fails in a certain fraction of cases or targets an
incorrect value, the attack can still be carried out. This is because with out attack strategy, a
successful decapsulation can only happen with a successfully applied fault. Thus, failed faults
can be detected and do not prevent the recovery of the secret key.

The improvements of [HMS+23] are a reduced amount of required inequalities and security
estimates in case of partial attacks. The former, depending on the setting, reduces the number
of required faults or measurements, may circumvent countermeasures, or increases the noise
tolerance. The latter gives a basis for designing countermeasures and quantifies the effect of
inequalities by providing a translation from required computational power to required inequalities.

7.3 Summary

We evaluate our work under the assumptions of the attacker models described in the respective
previous sections and simulate our attacks and recovery methods in software. To evaluate the
template attack of Chapter 4, we employ the noisy Hamming weight model; to evaluate the
impact of countermeasures, we additionally state the noise level and entropy increase due to the
countermeasure in the presence of our adaptation.

For Chapter 5, we assume that an attacker may apply a one-bit flip, set, or reset to either the
stored ciphertext or the re-computed ciphertext. We simulate the attack and state the success rate
as well as the recovered coefficients per number of inequalities. In this case, the main contribution
of our work lies in the methodology and expresses itself in the type of faulted data, in the multiple
locations that we may target, and in the fact that we can use an unreliable fault.

Chapter 6 is evaluated in a similar model as Chapter 5, but in addition, we assume that some
decryptions are classified incorrectly. Moreover, we also provide security estimates for a variety of
potential or previous attacks.

Our evaluations show an improvement on the state of the art in all evaluated settings. Using

134



7.3 Summary

BKZ- per Number of Inequalities

T T T

4008 —E— Phair = 0.9 | |

—©— Phatt = 0.8
300 |- —%— Phatt = 0.7 |

- —<— Phalf = 06
200 - »
100 - N

0 ! I | 5
10 2,500 5,000 7,500 10,000

Number of Inequalities [#]

Figure 7.12: Security level in BKZ- per number of inequalities when half of the inequalities are
incorrect with probability phais as stated in [HMS+23].

the attack strategy presented in Chapter 4, we improve upon the noise tolerance the adversary
has to achieve for a successful key recovery when targeting the secret key during the inverse NTT.
In this setting, previous work required the adversary to achieve a noise level of ¢ < 0.6 for a
positive success rate, while we only require the attacker to achieve a noise level from o < 1.7 to
o < 3.1, depending on the security level®. Thereby, the requirements on the attacker are relaxed.
This means targeting the NT'T is more realistic using the presented methods. In addition, we
take shuffling countermeasures into account and show that our attacks can be adapted in certain
settings, depending on the security level of the countermeasure.

In the case of Chapter 5, the main advantage lies in the attack itself, namely the reduced
requirements on the attacker. When using our attack strategy, the adversary is only required to
be able to apply an unreliable fault in one of several possible locations over a long execution time.
Nevertheless, we also improve upon the number of required inequalities for full key recovery, and
we greatly reduce the memory requirements of previous methods.

Our key recovery method in Chapter 6 improves upon previous algorithms in terms of required
inequalities. The difference is particularly visible in cases where incorrect inequalities have to be
considered or no ciphertext filtering is in place. For full key recovery, the number of inequalities
the attacker needs is reduced by a factor of 0.73 to 0.35, and we can recover the secret key in
settings where previous methods failed. This lowers the requirements on the attacker and may
circumvent previously proposed countermeasures. In addition, we offer security estimates for
partially successful attacks; this means that the remaining bit security after having obtained any
number of inequalities is evaluated.

3In the unmasked k-trace attack setting.
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Chapter 8

Conclusions and Outlook

The standardization of post-quantum cryptography, with Kyber as the current main candidate
for key exchanges, is imminent. In the near future, Kyber will likely be used in a vast variety of
use cases. Therefore, understanding the vulnerability of Kyber — and lattice-based cryptography
in general — in regard to side-channel and fault attacks is crucial. In our work, we present
and analyze attack strategies, methods and techniques for current and future attacks, including
vulnerability assessment on major building blocks. We conclude this thesis by summarizing our
findings, revisiting the research questions, and outlining open questions that result from our work.

8.1 Main Findings

We first give an overview of the strategies and techniques used in our work and then revisit our
research questions and summarize the answers provided in previous chapters.

8.1.1 Attack Strategies

The attack strategies presented in Chapter 4 and Chapter 5 rely on the combination of a
chosen-ciphertext attack with either side-channel analysis or a fault attack. Compared to pure
side-channel or fault attacks, by using a chosen ciphertext, the adversary may (further) influence
the computation taking place in an attacked device. Similar kinds of chosen-ciphertext attacks
have previously been used to enable implementation attacks (see e.g. [GIN20, BDH+21b]).

We provide two new attack strategies using chosen-ciphertexts in the context of lattice-based
schemes; the first reduces the entropy during the computation of the Number Theoretic Transform
(NTT), and the second potentially introduces a decryption failure that can be observed when
combined with a fault. We thereby improve previous attacks by allowing for a greater noise
tolerance, requiring a less reliable! fault, and enhancing the attack surface.

Our attack strategies can be used to improve, adapt, and construct different attacks as well. The
method to reduce the entropy arising during the inverse NT'T is not dependent on a subsequent
template attack. It could be used with any kind of attack that targets the inverse NTT and
benefits from reduced entropy. The strategy of using manipulated ciphertext and a correcting
fault can be used with other types of invasive implementation attacks. Our strategy has already
been used and extended in the follow-up work of Delvaux [Del22]?, who shows that more locations
are potentially vulnerable using this strategy.

LA fault that can fail and not target the correct or any value.
2Note that [Del22] was published after [HPP21] which is part of this thesis.
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In conclusion, our methods are not limited to the specific attacks presented in this thesis, and
our attack strategies have already enabled novel attacks. Furthermore, awareness of potential
vulnerabilities is necessary to adequately protect cryptographic operations and devices.

8.1.2 Attack Techniques

All presented methods and techniques rely on belief propagation, which enables our attacks in
the first place. Since having been proposed for the usage in Soft Analytical Side-Channel Attacks
(SASCASs) [VGS14], belief propagation has been used in a variety of side-channel attacks, e.g.
in [PPM17, GRO18, PP19, KPP20]. We additionally use belief propagation in the context of
a fault attack retrieving decryption failure information; this is similar to the usage of belief
propagation for the decoding of Low-Density Parity Check (LDPC)-codes [Gal62]. For this
use case, we show how belief propagation may be used to efficiently (in terms of time and
memory complexity) solve a system of inequalities. This — as well as our belief-propagation-based
adaptations to countermeasures — further stresses the effectiveness of coding-theoretic perspectives
in side-channel and fault attacks on lattice-based cryptography.

Our techniques again apply to a wider variety of situations: In the context of shuffling
countermeasures, we show that belief propagation may be extended to adapt an attack to
countermeasures. This adaptation is not dependent on the attack we evaluated it on; instead, it
may be used more generally in the context of belief-propagation-based attacks to adapt to hiding
countermeasures. Our results are in line with previous work (see Section 3.1.7) that shows how
shuffling countermeasures may be circumvented in symmetric cryptography.

We propose using belief propagation to solve inequalities arising from decryption failure
information. This technique outperforms previous approaches in terms of required inequalities
and has already been used in [DHP+22] and [Wei22]. We also show how approaches such as belief
propagation may be combined with lattice reduction by the integration of statistical output into a
lattice problem. We explain how belief propagation can be made error-resistant in the context of
decryption failure information. This technique is also not limited to a specific situation used for
evaluation but may be applied whenever side-channel analysis data may not be classified correctly
in an attack using belief propagation. Further, attacks not yet relying on belief propagation may
use our technique to work with potentially incorrectly classified data.

Moreover, our work shows how to make use of statistical information while also leveraging
the algebraic data from the public key equation in lattice-based schemes. This is achieved by
the integration of probability information into the lattice problem derived from the public key
equation. Thereby, we achieve an improved recovery and may provide security estimates for
partial attacks, i.e., attacks that did not obtain sufficient information for a full key recovery. This
technique likely applies to a wide variety of belief-propagation-based attacks; it may already be
used for improvements and to provide security estimates for the works presented in [BDH+21b,
PP21, DHP+22, Del22], and it likely also applies to [HHP-+21].

In conclusion, the approaches we presented apply beyond the scope we chose for evaluation. Our
methods allow adapting to countermeasures, and they enable current and potential future attacks.
In addition, our methods are required to deploy appropriate countermeasures that achieve the
required security levels and to understand the security of several types of attacks.

8.1.3 Vulnerability Analysis

By applying our attack strategies and techniques and evaluating them on the example of Kyber,
we provide vulnerability analyses of major building blocks of modern lattice-based schemes.
This includes the number theoretic transform, the error correction, and the Fujisaki-Okamoto
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(FO)-transform. These are common building blocks of lattice-based schemes (not only of Kyber),
and as the National Institute of Standards and Technology (NIST) selected lattice-based schemes
for standardization, understanding their security is crucial for the migration the post-quantum

cryptography.

Number Theoretic Transform

We provide analysis in terms of required attacker capabilities to perform a template attack on the
inverse NTT. Our assessment is given in terms of noise tolerance, i.e., in the standard deviation
that an attacker needs to achieve for the probability distributions obtained from the template
attack. In addition, we provide an analysis of the impact of a standard masking countermeasure
as proposed in [RRC+16, OSPG18] and hiding countermeasures proposed in [RPBC20]. We state
the decrease in noise tolerance when these countermeasures are in place and the attack is adapted
accordingly.

Error Correction

We evaluate the vulnerability of the error correction in terms of information an attacker gains
from potentially causing and then observing a decryption failure. We provide an evaluation of
the required number to fully recover the secret key, security estimates for partial attacks, and an
information-theoretic analysis resulting in an upper bound on the obtained information. These
estimates in theory and practice are important not only to understand the security of modern
lattice-based schemes but also to deploy appropriate countermeasures that allow for sufficiently
secured cryptographic operations and devices. Otherwise, the impact of attacks that exploit
decryption failures could be underestimated and countermeasures could fail to reach the targeted
security level.

FO-Transform

Our analysis in regard to the FO-transform points out that public data may as well be vulnerable
to fault attacks targeting the secret key. Even with an unreliable fault on public data alone,
we may turn the FO-transform into a decryption failure oracle and obtain reliable information
about the secrets. Our assessment provides additional potential points of attack which need to
be protected to achieve appropriately secured implementations.

8.1.4 Revisiting the Research Questions

In Section 1.1.2, we identified several research questions; given the previously described findings,
we may now answer our research questions.

To what extent is the number theoretic transform vulnerable to side-channel analysis?

Our work in Chapter 4 shows that the entropy during the inverse NTT may be reduced using
a chosen-ciphertext attack. A ciphertext component that is compressible, i.e., unaffected by
compression and subsequent decompression, and NTT-sparse, i.e., sparse in NTT-domain, is
computed using lattice reduction. This ciphertext is submitted to the device under attack; the
device decompresses the ciphertext, and the component is transformed to NTT domain and
multiplied with the secret. The result of this computation is the input to a subsequent inverse
NTT. As the component is NTT-sparse, so is the input to the NTT; it therefore greatly reduces
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the entropy and increases the noise tolerance when performing a side-channel analysis — in our
case a template attack — on the inverse NTT.

Our strategy enables far more noise tolerant — and therefore more realistic — attacks on the
inverse NTT. The technique is easily deployed® and only requires widely available resources in
terms of computational power. Additionally, all our computations are performed offline, and
the ciphertext generation has to be carried out only once. Compared to previous attacks, the
additional requirements on an adversary are therefore minimal. As previous attacks have been
carried out on physical devices, our attack is realistic using a common setup for template attacks.
Moreover, we show that first countermeasures may be circumvented using adaptations either in
software or in software and attacker model.

We conclude that a combined side-channel and chosen-ciphertext attack allows for high noise
tolerance. Circumventing shuffling countermeasures is possible using our techniques but reduces
the noise tolerance. Moreover, our attack strategy allows reducing the entropy in an arbitrary
implementation attack on the NTT that can be combined with a chosen-ciphertext attack. Our
work suggests that public data should be protected by masking countermeasures as well and
provides further evidence that ciphertexts should be checked for irregularities. We thus highlight
and evaluate the vulnerabilities of the NTT in modern lattice-based cryptography.

How can implementation attacks target the error correction and exploit decryption
failure leakage in the presence of an FO-Transform?

In Chapter 5, we present the combination of a chosen ciphertext potentially causing a decryption
failure with a fault attack. Our attack strategy causes the FO-transform to function as a
decryption failure oracle for the submitted ciphertext — observing a decryption failure allows
deriving an inequality in the secret key. These inequalities are solved using belief propagation,
which outperforms previous methods in terms of required information.

Our strategy allows for the usage of an unreliable fault and enlarges the attack surface compared
to previous attacks. Regardless of the fault success rate, the attacker may still recover information
about the secret key — merely the required number of required faults is increased. In addition, the
fault may be applied to public data, which is less likely to be protected appropriately. Further,
the fault may be applied at a variety of places and is therefore not impacted by a single currently
known countermeasure; in particular, it is not prevented by the shuffling countermeasures that
prevented previous invasive attacks.

We conclude that our combined method consisting of a chosen ciphertext and a fault attack
offers advantages over previous methods and requires careful protection of the decapsulation
routine in a wide variety of places. We show that FO-transform is vulnerable to this class of
attacks, which use a fault to obtain a decryption failure oracle.

Our analysis shows that even an unreliable fault can be used to target the error correction.
Therefore, our work shows that protecting the error correction against side-channel attacks or
fault attacks in specific locations is insufficient to prevent attacks exploiting decryption failure
leakage. In addition to protecting against previous attacks, further countermeasures that protect
the submitted and recomputed ciphertexts from manipulation are required.

Which techniques allow for key recovery from (partially) leaked information?

In Chapter 6, we present a recovery method to retrieve the secret key from decryption failure
information. We first employ a belief propagation method, which is similar to the algorithm used
in Chapter 5, but enhance it with additional probability information to achieve error resistance.
The probabilistic output of the belief propagation method is subsequently integrated into a lattice

31t merely requires a computationally inexpensive preprocessing step.
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problem, similar to the primal attack, which may be solved using lattice reduction. In addition,
we provide an information-theoretic analysis of the obtained inequalities.

Our method requires a lower number of inequalities compared to previous methods, is error-
resistant, and allows for security estimates. Error resistance enables attacks in which information
cannot be classified with certainty — often a realistic assumption —, and our method allows
combining this property with a reduced amount of required information. The availability of
security estimates is important to deploy countermeasures that prevent decryption failure attacks
within a certain security level. Thereby, our technique improves upon the state of the art in
recovery methods for decryption failure information and offers valuable results for the deployment
of appropriate countermeasures against decryption failure attacks. Moreover, our method generally
explains how belief-propagation-based attacks may be combined with lattice reduction.

We conclude that a hybrid method consisting of belief propagation, a statistical/coding theoretic
approach, and a lattice-based attack, an algebraic approach, outperforms previous techniques. A
hybrid approach enhances the understanding of previous attacks and provides an assessment of
their impact that enables the deployment of appropriate countermeasures.

8.2 Future Work

Our work opens several questions which are to be answered by future work. In the following, we
address those questions sorted by the attack domain.

8.2.1 Attacks on the NTT

In regard to attacks on the (inverse) NTT presented in this thesis and [HHP-+21], the most
pressing open question are more comprehensive countermeasures in real-world use cases. We
did not provide any evaluation in this regard due to the lack of a production-ready protected
implementation used in a real-world scenario.

We adapted the attacks described in Chapter 4 to a common masking scheme as well as
to hiding countermeasures proposed in [RPBC20|. Other masking schemes might also protect
the public input including u. In this case, we lose the option to apply zeros using a chosen
ciphertext. While our attack is not fully prevented, its main advantage compared to previous
attacks is lost unless further adaptations — yet unknown — are taken. We, exemplary, adapted
our attack to the hiding countermeasures published in [RPBC20] and a general masking scheme.
The work of [RPBC20] additionally defines a specific masking scheme for an (inverse) NTT. The
adaptation and the impact of such schemes are out-of-scope for our work. Again, attacking such
a countermeasure is interesting mainly on a real device that runs a protected implementation
using a variety of countermeasures.

In the case of partial attacks, we only consider attacks that can fully recover a sub-key. While
we give security estimates based on the sub-key, neither recovered coefficients nor statistical
information in the form of belief propagation output is taken into account. We conjecture that a
method similar to the one explained in Chapter 6 allows improving upon the results and, more
importantly, offers more precise security estimates for partial attacks.

Previous attacks, including ours as well as [PPM17] and [PP21], perform a profiled attack,
which is a stronger attacker model. Another interesting question concerns the application of
our technique to non-profiled attacks such as [MBB+22], which could achieve improvements.
In addition, applying recent advances in deep learning in the area of side-channel analysis,
e.g. INDGJ21, NWDP22, DNG22| to our setting could lead to a more relaxed attacker model and
pose an increased threat to protected implementations.
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8.2.2 Decryption Failure Attacks

The attack presented in this thesis and [HPP21] has already been extended by the attack presented
in [Del22]. In [Del22], the fault model was further relaxed, and the attack surface increased; i.e.,
their attack can obtain the secret key with less reliable data and works with a fault that can
be applied at more locations. Nevertheless, the attack surface and the fault model can almost
certainly be improved even further. Additionally, this type of attack can be extended to different
lattice-based schemes that achieve IND-CCA2 security using an FO-transform.

The main open question concerns comprehensive countermeasures: A combination of counter-
measures likely prevents our attack in its current form, but it is not unlikely that adaptations exist
— the work of [Del22] already improves upon the resistance against countermeasures. In [AKSV22],
a general countermeasure through ciphertext verification by a third party was presented, but it
only applies to use cases where a trustworthy third party is available. The authors of [PP21]
already propose shutting down after a certain amount of decryption failures. However, they
also note that this leaves a device vulnerable to Denial of Service (DOS) attacks. A more
comprehensive and generally applicable countermeasure to decryption failure attacks that neither
requires a third party nor allows for DOS attacks is yet missing.

Various models and notions to prove the side-channel security of cryptographic schemes exist.
Common models such as t-probing security [[ISW03] or t-strong non-interference [BBD+-16],
assume that the adversary can observe t intermediate variables. The practicality in some real-
world applications of t-probing security has previously been questioned (see, e.g., [KGM+21]). In
decryption failure attacks targeting the comparison, the attacker is merely interested in whether
a decryption failure has occurred or not — accessing single intermediates (or their Hamming
weights) is not necessarily required, and the adversary is only interested a single bit of information.
Therefore, in this case, a horizontal higher-order attack can be less costly than in other attacks,
and different models to assess side-channel security of the comparison of the FO-transform in the
presence of decryption failures could be more realistic.

8.2.3 Key Recovery Methods

The key recovery method presented in this thesis and [HMS+23] outperforms previous approaches
in the area of recovering the secret key from decryption failure information by combining belief
propagation with lattice reduction techniques. Nevertheless, we note that our method does not
reach the information-theoretic optimum; the code given by inequalities is likely a “good” code
(see [CGI0]), and the secret key is determined by fewer inequalities (c.f. Section 6.2.3) than we
require. While the information-theoretic optimum is a lower bound unlikely to be reached — as
decoding random linear codes is NP-hard (see [BMT78]) —, there could be further improvements
in terms of lowering the amount of inequalities.

Moreover, our method in its current form is unsuitable for the inequalities arising in failure-
boosting attacks such as [FKK+22]. These inequalities have coefficients strongly correlated to
the secret key coefficients and may be solved using the method of [FKK+22] or [DGHK22|. Our
method is not applicable to inequalities of [FKK+22]|, and the techniques used to solve those
inequalities seems not to apply to the inequalities we considered. An interesting question is
whether a unified approach exists that allows solving both kinds of inequalities.

Another important topic is the question for different types of leakage on the error term. Different
leakage could lead to difference in the required recovery method. In these question different
applications of recovery methods based on belief propagation or algebraic methods could be
beneficial.
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8.2.4 Post-Quantum Signature Schemes

Due to the store-now-decrypt-later threat, secured post-quantum Key Encapsulation Mechanisms
(KEMs) are arguably a more pressing matter than signature schemes. However, the signature
scheme Dilithium [DKL-+18, BDK+21a| will be standardized [NistCfpv4], and has already seen
side-channel and fault analysis (see, e.g., [RJH+18, MUTS22, IMS+22, BVC+23, EAB+23|)
as well as discussion on countermeasures (see, e.g., [MGTF19, ABC+23, CGTZ23]). Moreover,
NIST extended the standardization process for signature schemes [NistSig]. Understanding
vulnerabilities and the security against physical attacks of these schemes has been out-of-scope for
this thesis, but it is crucial to deploy protocols that also rely on post-quantum signature schemes.

8.2.5 Physical Attacks and Deep Learning

Deep learning and neural networks have been proven to enable and simplify physical attacks.
This already included several post-quantum schemes (c.f. Section 2.3.1). These techniques
could drastically lower the required expertise to carry out side-channel attacks. In addition,
neural networks could reduce difficulties that arise in profiled attacks where the device used for
profiling differs from the targeted device. Moreover, neural networks that learn from side-channel
information while taking the underlying mathematical structure into account could lead to new
types of attacks. This could be particularly effective if neural networks can be combined with
belief propagation in side-channel attacks. Therefore, these developments make it necessary to
assess the impact of attacks and to revise the corresponding threat models.
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