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Success is not final, failure is not fatal:
it is the courage to continue that counts.
Falsely attributed to Winston Churchill [1].





Abstract
In 2010, when I started my Ph.D., this was the general consensus of the research com-
munity on forward error correction (FEC) for 100G long-haul coherent optical commu-
nications systems [2]:

Currently the Optical Internetworking Forum (OIF) has locked in on dual-
polarisation quaternary phase shift keying (DP-QPSK) following digital co-
herent receivers for 100 Gb/s transport systems.

System designers have shifted their interest to intensively search for even
more powerful FEC schemes having an NCG of over 10 dB. . . . The candi-
dates for this application are soft-decision and iterative decoding.

The FEC redundancy in high-speed optical communications is limited by,
among others, the availability of high-speed analog devices, the associated
optical components, and the complexity of the digital circuitry. The industry
consensus is that the maximum practical redundancy is currently not beyond
20 percent for 100 Gb/s digital coherent systems.

The purpose of this work is to challenge this approach, in particular the choice of quadra-
ture phase-shift keying (QPSK), the use of iterative decoding alone and the limit of 20%
redundancy, which corresponds to a symbol rate of ≈ 31 GBd. The other building
blocks, namely polarisation division multiplexing (PDM), coherent digital signal pro-
cessing (DSP) and soft-decision (SD), will be maintained.

I will present a solution for 100G long-haul non differentially encoded (NDE) coherent
optical communications systems that achieves a net coding gain (NCG) over the uncoded
QPSK of 11.8 dB. This solution is based on a larger constellation which allocates space
for a higher redundancy of ≈ 60%, however having a smaller symbol rate of ≈ 28
GBd and hence occupying a narrower bandwidth. It uses available off-the-shelf building
blocks with a complexity that, by now, should be more than feasible.

I will also present a related solution for 100G long-haul differentially encoded (DE)
coherent optical communications systems that achieves a NCG over the uncoded QPSK
of 10.2 dB.

These solutions are also perfectly scalable to 100G+ long-haul coherent optical com-
munications systems, especially when the latters are realised increasing the symbol rate
and hence the occupied bandwidth and not the size of the constellation.
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Kurzfassung
Im Jahr 2010, als ich meine Promotion begann, war dies der allgemeine Konsens der
Forschungsgemeinschaft zur Vorwärtsfehlerkorrektur für kohärente optische 100G Lang-
streckenkommunikationssysteme [2]:

Derzeit hat sich das Optical Internetworking Forum (OIF) auf die Quadratur-
Phasenumtastung mit dualer Polarisation nach digitalen kohärenten Emp-
fängern für 100 Gb/s Transportsysteme festgelegt.

Systementwickler haben ihr Interesse auf die intensive Suche nach noch
leistungsfähigeren Vorwärtsfehlerkorrektur-Schemata mit einem Nettokodie-
rungsgewinn von über 10 dB verlagert. . . . Die Kandidaten für diese Anwen-
dung sind weiche Entscheidung und iterative Decodierung.

Die Vorwärtsfehlerkorrektur-Redundanz in der optischen Hochgeschwindig-
keitskommunikation ist unter anderem durch die Verfügbarkeit von analogen
Hochgeschwindigkeitsgeräten, die zugehörigen optischen Komponenten und
die Komplexität der digitalen Schaltungen begrenzt. Die Industrie ist sich
einig, dass die maximale praktische Redundanz bei digitalen kohärenten Sy-
stemen mit 100 Gb/s derzeit nicht über 20% liegt.

Mit dieser Arbeit soll dieser Ansatz in Frage gestellt werden, insbesondere die Wahl der
Quadratur-Phasenumtastung, die Verwendung der iterativen Decodierung allein und die
Begrenzung der Redundanz auf 20%, welche einer Symbolrate von ≈ 31 GBd entspricht.
Die anderen Bausteine, nämlich Polarisationsmultiplexing, kohärente digitale Signalver-
arbeitung und weiche Entscheidung, werden beibehalten.

Ich werde eine Lösung für nicht differenziell kodierte kohärente optische 100G Lang-
streckenkommunikationssysteme vorstellen, welche einen Nettokodierungsgewinn von
11,8 dB gegenüber der uncodierten Quadratur-Phasenumtastung erreicht. Diese Lösung
basiert auf einer größeren Konstellation, welche Platz für eine höhere Redundanz von
≈ 60% bietet, jedoch eine kleinere Symbolrate von ≈ 28 GBd aufweist und daher ei-
ne geringere Bandbreite belegt. Sie verwendet verfügbare Standardbausteine mit einer
Komplexität, welche mittlerweile mehr als machbar sein sollte.

Ich werde auch eine verwandte Lösung für differenziell kodierte kohärente optische
100G Langstreckenkommunikationssysteme vorstellen, welche einen Nettokodierungsge-
winn von 10,2 dB gegenüber der uncodierten Quadratur-Phasenumtastung erreicht.

Diese Lösungen sind auch perfekt auf kohärente optische 100G+ Langstreckenkom-
munikationssysteme skalierbar, insbesondere wenn die letzteren durch Erhöhung der
Symbolrate und damit der belegten Bandbreite und nicht der Größe der Konstellation
realisiert werden.
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1. Introduction
In the early days of optical communications (1970s), the challenges were mostly in the
Physics and Electronics fields: first the invention, then the development and the produc-
tion of light amplification by stimulated emission of radiations (LASERs), modulators,
optical fibres, optical filters, optical amplifiers and photodiodes (PDs), among others.
These early systems, although very complex from the Physics and Electronics perspec-
tive, were quite trivial from the Communication Theory point of view:

• at the transmitter, the optical power was modulated with a straightforward format
called on-off keying (OOK): a “1” was encoded as “light on”, a “0” as “light off”;

• at the receiver, the optical power was detected and a straightforward hard-decision
(HD) was taken: power above a certain threshold meant “1”, power below the same
threshold meant “0”;

• impairments due to imperfections in the transmitter and/or the receiver as well as
to propagation itself were left uncompensated for;

• longer reaches, lower bit error rates (BERs) or higher bit rates were achieved
improving the devices: stabler LASERs, faster modulators, optical fibres with
lower losses, optical filters with steeper frequency responses, optical amplifiers
with lower noise figures and so on.

At some point, however, the constantly growing demand for capacity and reach made
resorting to techniques from other kinds of communications (wired, such as communi-
cations over twisted pair or coaxial cable, as well as wireless, such as satellite or mobile
communications) more and more attractive, if not unavoidable, in order to compen-
sate for some of the impairments mentioned above. Two factors in particular proved
essential [3]:

1. the advent of coherent detection, which made it possible to recover the whole
electric field (amplitude and phase) in both polarisations, and

2. the advance in very large scale integration (VLSI), which made it possible to im-
plement compensating algorithms at the rates needed in optical communications.

Just to give a rough idea of the time frame, in 1977 General Telephone and Electronics
deployed the first 6 Mbps fiber-optic system, transmitting the world’s first live tele-
phone traffic [4, 5]; in 2009 (32 years later), Verizon (operator) and Nortel (supplier,
now Ciena) deployed the first commercial 100 Gbps system (around 16.7 thousand times
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2 1. Introduction

faster), using quadrature phase-shift keying (QPSK) and polarisation division multiplex-
ing (PDM) [6–8]. Since then, more and more techniques have been imported, adapted
and applied from other kinds of communications to optical communications, especially
in digital signal processing (DSP).

This work goes in the same direction, focusing on forward error correction (FEC) and
advocating for a paradigm shift. In particular,

1. it shows that a certain technique, introduced by Ungerböck with its 1982 seminal
paper [9] (see also [10, 11]), can be successfully imported, adapted and applied in
100G long-haul coherent optical communications systems at reasonable complex-
ity. In his paper, Ungerböck proposed a very specific solution to a very specific
problem, but his idea to use a “larger than strictly needed” constellation to allocate
space for stronger codes is very general and can be used also in other applications;

2. it investigates the opportunity to use more advanced channel models which in-
clude also the (residual) phase noise beside the additive one. In fact, optical
communications systems are impaired by the phase noise more than other kinds
of communications mentioned above.

In both cases, the purpose is to propose new, alternative solutions for 100G long-haul
non differentially encoded (NDE) and differentially encoded (DE) coherent optical com-
munications systems that outperform current, traditional ones based on “as large as
strictly needed” constellations (QPSK), codes with lower redundancies (20%), which are
allocated only in wider occupied bandwidths corresponding to larger symbol rates (31.44
GBd) and channel models with only additive noise.

1.1. Motivation
Achieving the targeted BER for a lower signal-to-(additive-)noise ratio (SNR) is impor-
tant in all communications systems, because the “freed” SNR can be used in a variety
of ways to either increase the performance (e.g., in terms of reach or targeted BER) or
lower the costs (e.g., by relaxing the components requirements).

In optical communications this is particularly important because the optical signal-to-
noise ratio (OSNR) cannot be increased indefinitely by increasing the transmitted optical
power, since beyond a certain threshold non-linearities will limit the performance of the
system. Moreover, if the targeted BER can be achieved for a lower SNR, the transmitted
optical power can be reduced; a reduced transmitted optical power, in turn, stimulates
less non-linearities, which reduces the amount of noise and leads to an increased SNR.

Occupying a narrower bandwidth by placing most of the redundancy in the constella-
tion and thus reducing the symbol rate is also beneficial: it reduces the speed at which
electronic components must operate, it reduces the penalties accumulated when passing
through optical filters and reconfigurable optical add-drop multiplexers (ROADMs) and
it frees up bandwidth which can be used to pack neighbouring channels more densely,
thus increasing the overall spectral efficiency (SE) of wavelength division multiplexing
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(WDM) systems. In particular, the chosen FEC solution results in a standardised occu-
pied bandwidth; in other words, the proposed solutions are backward compatible systems
able to operate on existing networks.

1.2. Method
“Blindly” importing a technique from one field to another often leads to only suboptimal
results: the general idea should remain more or less the same, but its details must be
adapted to the conditions peculiar to the new application field for the import to be
successful.

1.2.1. CE and IDD
The traditional approach when dealing with FEC is to consider it as a black-box to add
at the beginning and at the end of an already existing system. The constellation has
already been chosen, among those that carry the required number of bits per symbol m:
for instance,

• an uncoded 100G long-haul coherent optical communications system employing
PDM and with a symbol rate fs = 25 GBd needs a constellation with m = 2
bits/symbol (QPSK is the natural choice).

When FEC is added to an existing system, the symbol rate and hence the occupied
bandwidth is traditionally increased by the redundancy of the FEC solution:

• adding a FEC solution with 20% overhead (OH) to the previous example man-
taining a constellation with m = 2 bits/symbol means that it now needs a symbol
rate fs = 30 GBd.

Its redundancy is, in other words, allocated in the bandwidth. This choice was reason-
able for the first optical communications systems, for bandwidth was an abundant and
readily available resource. In this work this technique will be referred to as “bandwidth
expansion (BE)”. Note that this technique offers a flexible choice of the amount of redun-
dancy, for the occupied bandwidth can assume (in principle) any value. Such approach
sees FEC solutions with lots of redundancy less favourably.

Ungerböck’s alternative approach instead is to place the redundancy in the constel-
lation (not in the bandwidth) and to choose the constellation and the FEC solution at
the same time (not one after the other):

• adding a FEC solution with 50% OH to the previous example mantaining a symbol
rate fs = 25 GBd means that it now needs a constellation with m = 3 bits/symbol
(which 8-ary constellation should then be used?).

It is true that larger constellations achieve higher pre-FEC BERs for the same SNR; how-
ever, stronger codes translate higher pre-FEC BERs to the same post-FEC BERs. More-
over, if the “constellation-FEC solution” combination is chosen wisely, the stronger code
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more than compensates for the increased required SNR and the combination achieves
the targeted post-FEC BERs for a lower SNR. Note that if the redundancy is allocated
in the constellation, the occupied bandwidth (which is slowly becoming a scarser and
scarser resource) must not be increased. In this work, this technique will be referred
to as “constellation expansion (CE)”, as opposed to BE. Note also that this technique
offers a rigid choice of the amount of redundancy, for the size of the constellation can
assume only values equal to powers of two. Such approach sees FEC solutions with lots
of redundancy more favourably.

Obviously, a hybrid approach is also possible, which places the redundancy in both
the bandwidth and the constellation:

• adding a FEC solution with 80% OH to the previous example could mean that
it now needs a constellation with m = 3 bits/symbol and a symbol rate fs = 30
GBd, although other combinations are also possible.

This technique takes the best of both worlds, offering a flexible choice of the amount of
redundancy and seeing favourably FEC solutions with lots of redundancy.

The solutions proposed in this work will follow this hybrid approach. Beside PDM,
they:

• present a FEC solution with 60% OH, need a constellation with m = 3 bits/symbol
and a symbol rate fs = 27.95 GBd.

However, using a “larger than strictly needed” constellation opens up a series of issues
which must be addressed for the constellation-FEC solution combination to outperform
the traditional approach:

• the choice of the constellation is not obvious anymore;

• special precautions must be taken when matching a constellation larger than the
QPSK with a binary code, for the Euclidean distance between constellation points
does not necessarily correspond to the Hamming distance between code word bits.

The solutions proposed in this work will make use of

• mutual information (MI) to choose the constellations and

• iterative demapping and decoding (IDD) to exploit the full capacity of the chosen
constellations.

1.2.2. Channel models with phase noise
With respect to the other kinds of communications mentioned above, optical communi-
cations are characterised by:

• larger linewidths of the LASERs modulated at the transmitter and used as local
oscillator (LO) at the receiver;
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• the presence of non-linear effects in the optical fibre (hence, non localised) arising
when the optical power is too high.

Both larger linewidths and (some of) the non-linear effects result in more phase noise,
which hence is a bigger issue in optical communications than in other kinds of commu-
nications. However, channel models used for FEC usually consider only additive noise,
so the question arises whether these models are still “good enough” to be used for FEC
in optical communications or whether performance can be improved by using models
which also take into account the phase noise, thus better representing the channel “seen
by the soft-decision (SD) demapper and FEC decoder”.

The importance of this step should not be underestimated: the choice of the channel
model influences both the choice of the constellation and the calculation of the log-
likelihood ratios (LLRs).

This work will investigate whether and, if so, how the phase noise must be taken into
account in both steps.

1.2.3. Stronger codes, smaller symbol rates, narrower occupied
bandwidths and higher complexity

With respect to the other kinds of communications mentioned above, optical communi-
cations are characterised also by

• lower targeted post-FEC BERs, nowadays 10−15;

• higher speeds at which electronic components have to work.

Very low targeted post-FEC BERs can only be achieved with capacity-approaching
iterative codes such as turbo and low-density parity-check (LDPC) codes. In particular,
since complexity is a delicate issue in optical communications, LDPC codes are very
interesting for these systems because of their inherent suitability for parallelisation.
Iterative codes, however, have one main problem: error floors.

The solutions proposed in this work will make use of

• a very hardware-aware standardised iterative SD LDPC code to quickly achieve
the targeted BER at a reasonable complexity, followed by

• a very well-known classic algebraic HD Reed-Solomon (RS) code to remove the
error floor;

• a smaller symbol rate and hence a narrower occupied bandwidth, which reduces
the speed required of the electronic components.

Finally, the limit represented by complexity is a “soft” one: with time, speeds, sizes
and power consumptions that seem unfeasible today will become feasible in the future.
The limit represented by the MI, on the other hand, is a “hard” one: no matter how
sofisticated the FEC solution, the Shannon limit of a given constellation cannot be
beaten. To go beyond the latter, a larger constellation is the only solution.
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1.3. Structure
Beside this first, introductory chapter and the final, conclusive one, this work has five
central chapters:

• in chapter 2 five models will be presented for the channel “seen by the SD demapper
and FEC decoder”. Four of them model long-haul NDE and DE coherent optical
communications systems considering either only the additive noise or both the
additive and the phase noise; as such, they depend either only on the SNR or
on both the SNR and the signal-to-phase-noise ratio (SPNR). The fifth model is
an approximated version of the one modelling long-haul NDE coherent optical
communications systems with both noises;

• in chapter 3 two estimators of the SNR and of the SPNR will be presented, based
on the approximated model from chapter 2;

• in chapter 4 five laboratory experiments will be presented, representing 100G
long-haul NDE and DE coherent optical communications systems operating in
highly non-linear regime and thus impaired by (homogeneous) intra-channel non-
linearities and/or homogeneous or heterogeneous inter-channel non-linearities. This
serves two purposes:

1. to validate the models from chapter 2;
2. to determine in which ranges the SNR and more importantly the SPNR of

practical long-haul NDE and DE coherent optical communications systems
lie, applying to them the estimators of chapter 3. This step is particulary
important because the choice of the constellations for the proposed solutions
and the calculation of the LLRs depend on the SNR and on the SPNR ranges.

It will be shown that the models are indeed correct and that the SPNR lies in
three ranges (18 dB, 21 dB and 30 dB), depending on the experiment;

• in chapter 5 the MI of the QPSK (which is used in the traditional approach) and
eight other constellations (which can be used in the alternative approach) will be
presented, over the two NDE and DE models with both noises from chapter 2.
This serves two purposes:

1. to understand in which SPNR range the phase noise must be considered and
in which it can be neglected (if at all) and what is the case for practical
long-haul NDE and DE coherent optical communications systems (thanks to
the results from chapter 4);

2. to choose the best constellations for the proposed solutions.
It will be shown that for each model there is indeed a “wPWGN-poor” region, in
which the phase noise can be neglected, and that in both the NDE case and the
DE case the SPNR lies in this region. Moreover, it will also be shown that, in this
region, the 8-star and the 2 amplitude- 4 phase-shift keying (2A4P) are the best
8-ary constellations for NDE and DE systems, respectively;
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• in chapter 6 the proposed solutions will be presented, based on the two NDE and
DE models with only additive noise from chapter 2 (thanks to the results from
chapter 5). The proposed solutions will also be compared in terms of minimum
SNR required to achieve “quasi error-free” communication and complexity with a
traditional one which reuses as many building blocks as possible but needs a larger
symbol rate and hence occupies a wider bandwidth. It will be shown that

– the proposed solution for 100G long-haul NDE coherent optical communica-
tions systems achieves a net coding gain (NCG) over the uncoded QPSK of
11.8 dB, 1.0 dB from the theoretical limit of the 8-star and 0.6 dB beyond
the theoretical limit of the QPSK, however at the cost of an increased com-
plexity: the traditional solution requires a 0.7 dB higher OSNR but also 0.2x
the complexity;

– the proposed solution for 100G long-haul DE coherent optical communica-
tions systems, instead, achieves a NCG over the uncoded QPSK = 10.2 dB,
1.0 dB from the theoretical limit of the 2A4P and 0.1 dB from the theoretical
limit of the QPSK, even in this case at the cost of an increased complexity:
the traditional solution requires a 0.1 dB higher OSNR but also 0.2x the
complexity.

As it can be seen, the various arguments are interdependent and the reasoning sometimes
flows in a circular fashion, which makes its linear exposition particularly challenging.
Figure 1.1 shows a mind map of the chapter structure of this work highlighting these
interdependencies, which will be helpful in managing the material.
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Ch. models
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Figure 1.1.: Mind map of the chapter structure of this work, highlighting interdependen-
cies and the circular nature of the exposition.



2. Statistical Models
In this chapter I present four models representing the channels seen by the soft-decision
(SD) demappers and forward error correction (FEC) decoders of long-haul non differen-
tially encoded (NDE) and differentially encoded (DE) coherent optical communications
systems operating in both linear and non-linear regime as well as a fifth one helpful to
derive two estimators of two parameters on which the first four models depend.

Figure 2.1 shows a mind map of the models. The first model is

1. the NDE additive white Gaussian noise (AWGN) model.

I will then extend this model in two directions, by adding the wrapped phase white
Gaussian noise (wPWGN) and/or by introducing the DE function, thus obtaining three
more models:

2. the NDE AWGN/ wPWGN model,

3. the DE AWGN model and

4. the DE AWGN/ wPWGN model.

Between the second and the third model I will also derive a fifth model, an approximated
version of the second one based on stronger assumptions:

5. the approximated, counter-rotated and translated (ACRT) NDE AWGN/ phase
white Gaussian noise (PWGN) model.

Figure 2.1 shows also where each model will be used:

• I will use the ACRT NDE AWGN/ PWGN model in chapter 3 to derive two
efficient, minimum-variance unbiased (MVU) estimators of the signal-to-(additive-
)noise ratio (SNR) and of the signal-to-phase-noise ratio (SPNR), which are the
ratios between the energy per transmitted symbol Es and the AWGN variance N0

and the PWGN variance Θ0, respectively (see section 3.3 for the proper definition).
With respect to the NDE AWGN/ wPWGN model and to the DE AWGN/
wPWGN model, this model greatly simplified the derivation of the estimators;

• I will use the NDE AWGN/ wPWGN model and the DE AWGN/ wPWGN model
in chapter 5 to estimate the theoretical limits in the form of the mutual information
(MI) of the quadrature phase-shift keying (QPSK) as well as of various alternative
constellations, for very broad ranges of the SNR and of the SPNR. Being exact,
the reliability of these models and hence of the theoretical limits is not limited to
certain ranges of the parameters;

9
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NDE AWGN
(Sec. 2.2)

NDE AWGN/
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(Sec. 2.3)

ACRT NDE
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(Sec. 2.4)

DE AWGN
(Sec. 2.5)
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(Chap. 6)
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(Chap. 5)
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(Chap. 3, 4)
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additional
assumptions add DE enc.
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Figure 2.1.: Mind map of the models used in this work, indicating which one is derived,
how, from which one and used where (see also table 2.1). The starting point
is framed by a double line.
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Figure 2.2.: Canonical block diagram of an optical communications system employing SD
FEC. The DE encoder (dashed) is present only if the optical communications
system is DE. The part framed by a double line is the channel seen by the
SD demapper and FEC decoder and represented by the models presented
in this chapter. The dash-dotted blocks will be replaced with the proposed
FEC solution presented in chapter 6, see figure 6.1.

• I will use the NDE AWGN model and the DE AWGN model in chapter 6 to obtain
the extrinsic log-likelihood ratios (LLRs) implemented by the SD demappers of the
proposed solutions. These models offer formulas in closed form for the probability
density functions (pdfs), which simplifies the derivation of the extrinsic LLRs.

Part of the material presented in this chapter has been published on the IEEE Photonics
Technology Letters (PTL) [12, 13], at the Optical Fiber Conference (OFC) [14], at the
European Conference on Optical Communications (ECOC) [15], at the Signal Processing
in Photonic Communications (SPPCom) conference [16] as well as at the International
Conference on Transparent Optical Networks (ICTON) [17].

2.1. Channel seen by the SD demapper and FEC
decoder

In order to avoid misunderstandings I would like to emphasize at the very beginning
what I mean by “seen by the SD demapper and FEC decoder”. The models introduced
in this chapter include, but are not limited to, the optical fibre. In fact, they include
also what comes before and after it: the optoelectronic transmitter and receiver as well
as the digital signal processing (DSP) algorithms.

Figure 2.2 shows a high level block diagram of such a system. In a nutshell, this is
what happens in each “macroblock”:

• the FEC encoder(s) ν encode(s) the transmitted information bits b into transmit-
ted encoded bits be (not shown in figure 2.2). The mapper µ maps the transmitted
encoded bits be to either transmitted symbols X or transmitted transitions T ,
depending on whether the system is NDE or DE.
In the solutions I will propose in chapter 6 this dash-dotted block will contain two
FEC encoders, for an inner SD code and an outer hard-decision (HD) code;
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• if the system is DE, a DE encoder ε is present, which encodes the transmitted
transitions T into transmitted symbols X.
One of the solutions I will propose in chapter 6 will have a DE encoder;

• in the transmitter Tx a modulator modulates one (or two) polarisation(s) of a light
amplification by stimulated emission of radiation (LASER) with the transmitted
symbols X.
In the solutions I will propose in chapter 6 the transmitter will modulate two
polarisations, i.e. the system will use polarisation division multiplexing (PDM).
The modulated LASER then travels through

• the optical channel Ch, made up of a certain number of optical fibre spools and
optical amplifiers;

• in the receiver Rx the received signal is combined with a local oscillator (LO),
photodiodes (PDs) generate electrical signals from the modulated LASER and
analog-to-digital converters (ADCs) sample them;

• the DSP compensates for most of the effects introduced by the transmitter, the
optical channel and the receiver and calculates the received symbols Y ;

• the SD demapper µ−1 calculates the channel LLRs Λµ−1 from the received symbols
Y .
If the system is DE, the SD demapper µ−1 implements also the DE decoding.
The FEC decoder(s) ν−1 decode(s) the channel LLRs Λµ−1 into estimated infor-
mation bits b̂.
In the solutions I will propose in chapter 6 this dash-dotted block will contain two
FEC decoders, for an inner SD code and an outer HD code. Moreover, the inner
SD code and the SD demapper will perform iterative demapping and decoding
(IDD) refining these LLRs before decoding them.

The blocks inside the double line constitute the channel seen by the SD demapper and
FEC decoder and represented by the models presented in this chapter.

Since, as said, the DSP is aimed at resolving most of the problems introduced by the
transmitter, the optical fibre and the receiver, most of the effects and of the counter-
measures will cancel each other out and, as such, will not appear in the models. For
instance, a carrier recovery (CR) in the DSP will take care of the phase and frequency
noises of the LASERs in both the transmitter and the receiver, hence neither the former
nor the latter will be modeled.

What will appear in the models are residual additive and/or phase noises, left over
after (or in some cases even added by) the DSP. These models will depend on the
variances of these residual noises.
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2.2. NDE AWGN model
The first approach one encounters when studying FEC models the received symbol Y
as the transmitted one X impaired by the AWGN N :

Y = X +N. (2.1)
The transmitted symbol X is usually assumed to be discrete, complex and uniformly
distributed:

pX(x) = P [X = x] =
1

|X |
, x ∈ X ⊂ C, (2.2)

where X is the constellation and |X | its cardinality (i.e., the number of possible trans-
mitted symbols). I assume the transmitted symbol X to be complex in order to model
long-haul coherent optical communications systems with in-phase and quadrature com-
ponents. Clearly, each transmitted symbol X carries

m = log2(|X |) (2.3)
transmitted bits (could be information bits or encoded bits, depending on whether the
system is uncoded or coded). The average energy per transmitted symbol is usually
indicated as

Es = E[|X|2]. (2.4)
However, there is the (very important) special case of the “Gaussian constellation”, in
which the transmitted symbol X is assumed to be continuous, complex and Gaussianly
distributed with zero mean and the average energy per transmitted symbol Es as complex
variance:

pX(x) =
1

πEs

e−
|x|2
Es , x ∈ C. (2.5)

In this case, the transmitted constellation is the whole complex plane.
Since in this work I will almost always consider discrete transmitted symbols, from

now on I will only show formulas for this case, leaving to the reader’s goodwill the task
to substitute (2.2) with (2.5) and adapt the formulas consequently in the case of the
Gaussian constellation (e.g., replacing summations with integrals when marginalizing a
pdf).

The AWGN N is assumed to be continuous, complex and Gaussianly distributed with
zero mean and complex variance N0:

pN(n) =
1

πN0

e
− |n|2

N0 , n ∈ C. (2.6)

Again, I assume the AWGN N to be complex in order to model long-haul coherent
optical communications systems with noise on both the in-phase and the quadrature
components.

Being the sum of a discrete (or, in one case, continuous) and complex random variable
and a continuous and complex one, the received symbol Y will also be a continuous and
complex random variable.
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2.2.1. NDE AWGN model: Statistical assumptions
The random variable N does not model one additive noise in particular, but rather
the summation of a variety of independent residual additive noises. Potential sources
include, but are not limited to:

• digital-to-analog converters (DACs), modulators, filters and amplifiers in the trans-
mitter;

• optical amplifiers producing amplified spontaneous emission (ASE);

• non-linear effects in the optical fibre, which are traditionally left uncompensated
– although recently solutions have been proposed to partly or fully compensate
them, e.g. digital back-propagation (DBP) [18];

• filters, PDs and ADCs in the receiver;

• the DSP itself.

In other words, this model resorts to the central limit theorem, which indicates that the
(properly normalised) summation of many independent random variables will tend to
have a Gaussian distribution, even if the original random variables themselves are not
normally distributed. Note that this independence of the various additive noises, which
leads to the “G” in AWGN, must not be confused with the uncorrelation of the various
random variables Ni impairing various transmitted symbols Xi, which is represented by
the “W” in AWGN.

The latter is another classic assumption in the FEC community. Again, this does not
mean assuming that the effects introduced by the transmitter, the optical fibre and the
receiver do not have memory, often they do. It means assuming that this memory will
be (almost) completely removed by the DSP, after which it is hence safe to assume that
only (almost) uncorrelated noises are left over. To some extent, the presence of residual
correlation after the DSP can be considered as an indicator of a sub-optimal choice of
the DSP algorithms and/or of their parameters. Some unmodeled residual correlation
after the DSP might even be consciously accepted (or at least tolerated), as the price to
pay for a simple and hence usable model: a mismatched receiver will have sub-optimal
performance, and the question then becomes whether this performance degradation can
be accepted or not.

A great deal of work has been done in the last decades to model the non-linear effects
in the optical fibre. Early studies, which did not include DSP and focussed mostly on
links with dispersion compensating fibre (DCF), showed that non-linear noise is not
always Gaussianly distributed [19–21]. More recent studies, however, which did include
DSP and focussed mostly on uncompensated links, showed instead that many non-linear
effects, with the exception of cross-phase modulation (XPM), can be modelled as AWGN
after ideal DSP [22–24]. Note also that the non-linear response of silica occurs over a
time scale of 60-70 fs and can hence be considered instantaneous for pulses > 1 ps
(corresponding to 1 TBaud) [25, Chapter 2].
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In chapter 4 I will prove these assumptions valid for intra- and/or homogeneous inter-
channel non-linearities by means of laboratory experiments.

2.2.2. NDE AWGN model: Distribution of the received symbol
I can easily write the conditional pdf of the received symbol Y conditioned on the
transmitted symbol X in closed form:

pY |X (y|x) = pN(y − x) =
1

πN0

e
− |y−x|2

N0 , y ∈ C, x ∈ X . (2.7)

The fact that (2.7) is in closed form is very important; as soon as wPWGN is introduced,
as I will show in section 2.3, this will not be the case anymore, which will remarkably
increase the complexity of the treatise.

2.3. NDE AWGN/wPWGN model
The first direction in which I will extend the NDE AWGN model is adding the phase
noise, obtaining one of the so-called partially coherent models [26]. This extension is
motivated by the will to have a “less mismatched” receiver: in fact, long-haul coherent
optical communications systems are more impaired by phase noise than other kinds of
communications systems, since LASERs have larger linewidths than electrical oscillators
and some non-linear effects in the optical fibre can manifest as phase noise.

In particular, the received symbol Y is modelled as the transmitted one X impaired
by the AWGN N and by the wPWGN Θ:

Y = Xe+jΘ +N. (2.8)

Note that the order in which the AWGN N and the wPWGN Θ are applied to the
transmitted symbol is irrelevant, since

Y = (X +N)e+jΘ = Xe+jΘ +Ne+jΘ = Xe+jΘ +N ′, (2.9)

where the random variable N ′ is distributed as the random variable N [26].
The AWGN N is still assumed to be continuous, complex and Gaussianly distributed

according to (2.6).
The wPWGN Θ is assumed to be continuous, real (note that e+jΘ, not Θ, is complex),

Gaussianly distributed with zero mean and variance Θ0 and wrapped (since it is an angle):

pΘ(θ) =
+∞∑

k=−∞

1√
2πΘ0

e
− 1

2
(θ−2πk)2

Θ0 , θ ∈]− π,+π]. (2.10)

Note that the random variable Θ is limited between −π and +π (any other interval
given by a translation of this interval by multiple integers of ±2π would also do) and
that within this interval the tails of the replicas of the Gaussian bell centered around
2πk, k 6= 0 will add to the one centered around 0. More on this nontrivial pdf can be
read in [26]; for instance that
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Figure 2.3.: Wrapped Gaussian pdf with zero mean and various variances (together with
other pdfs not considered in this work) [26].

the wrapped Gaussian approaches an uniform distribution for large Θ0 and
can be approximated by a Gaussian distribution for small Θ0,

as shown in figure 2.3 [26].
Being the sum of a discrete (or, in one case, continuous) and complex rotated ran-

dom variable and a continuous and complex one, the received symbol Y will also be a
continuous and complex random variable.

2.3.1. NDE AWGN/wPWGN model: Statistical assumptions
The random variable Θ does not model one phase noise in particular, but rather the
summation of a variety of independent residual phase noises. Potential sources include,
but are not limited to:

• LASERs in both the transmitter and the receiver;

• non-linear effects in the optical fibre;

• the DSP itself.

Resorting again to the central limit theorem the random variable Θ is hence assumed
to be wrapped Gaussianly distributed.

The LASER phase noise is per se obviously not white, but the model assumes that
its version processed by the DSP and hence seen by the SD demapper and FEC decoder
will be.

As said in section 2.2.1, most of the non-linearities after ideal DSP can be modelled
as AWGN, with the notable exception of XPM. Modelling work showed that in systems
without DSP XPM is indeed Gaussianly distributed [27], but is not white [28–30]. After a
linear DSP that preserves the Gaussianity and removes the memory it is hence reasonable
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to model XPM as wPWGN. Moreover, should the need arise (e.g. real systems using non-
ideal DSP), the presence of an ideal interleaver-deinterleaver pair can be assumed [26].
Note that XPM being correlated before DSP leads to only moderate spectral broadening
of the transmitted signal due to phase noise, which in turn means that effects of filtering
and sampling a signal whose spectrum is broadened (such as signal distortions, energy
loss and increased captured noise power) can be neglected [26].

This model assumes that the wPWGN Θ is independent of the transmitted symbol
X,

pΘ|X (θ|x) = pΘ(θ). (2.11)

At first sight, this could probably appear as a somewhat shaky assumption: higher launch
powers do cause more non-linear effects, so a symbol with higher energy can cause more
non-linearities than a symbol with lower energy. However, this doubt might arise only
for the non-linear effects due to the propagation of the central channel: the phase noise
due to the propagation of the neighbouring channels depends on the transmitted symbols
in the neighbouring channels, which are however not represented by X. And even for
the former, if for instance DBP is used, the effect (and hence the dependence) of the
transmitted symbol on the phase noise is removed. This effect can also be mitigated by
choosing constellations with points with constant amplitude, e.g. QPSK. Finally, even
in this case an ideal interleaver-deinterleaver pair can be assumed if needed [26].

In chapter 4 I will prove these assumptions valid for intra- and/or homogeneous
inter-channel non-linearities and to an extent also for heterogeneous inter-channel non-
linearities by means of laboratory experiments.

2.3.2. NDE AWGN/wPWGN model: Distribution of the received
symbol

In order to be able to write the conditional pdf of the received symbol Y conditioned on
the transmitted symbol X in closed form, I can condition it also on the wPWGN Θ:

pY |X,Θ (y|x, θ ) = pN(y − xe+jθ) =
1

πN0

e
−

∣∣∣y−xe+jθ
∣∣∣2

N0 , y ∈ C, x ∈ X , θ ∈]− π,+π].

(2.12)

Thanks to (2.11) and Bayes I obtain the conditional pdf of the received symbol Y
conditioned on the transmitted symbol X:

pY |X (y|x) =
∫ +π

−π

pY |X,Θ (y|x, θ ) · pΘ|X (θ|x)dθ =

=

∫ +π

−π

1

πN0

e
−

∣∣∣y−xe+jθ
∣∣∣2

N0 ·
+∞∑

k=−∞

1√
2πΘ0

e
− 1

2
(θ−2πk)2

Θ0 dθ, y ∈ C, x ∈ X , (2.13)

which is quite cumbersome and cannot be solved analytically.
The pdf of the received symbol Y pY (y) is obtained again thanks to Bayes multiplying

(2.13) by (2.2) and summing over all x ∈ X .
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2.4. ACRT NDE AWGN/PWGN model
As I showed in the previous section, extending the NDE AWGN model by adding
the wPWGN leads to a conditional pdf of the received symbol Y conditioned on the
transmitted symbol X (2.13) which is very hard to handle. As I will show in chapter 3,
estimators of the SNR and of the SPNR based on this model could be derived, which
however proved unstable when applied to the received symbols resulting from laboratory
experiments representing 100G long-haul NDE and DE coherent optical communications
systems; moreover, it is not possible to calculate their Cramér-Rao lower bound (CRLB)
in closed form, which prevents me from knowing whether these estimators are efficient
or not.

As such, the need arises for an approximated model; the insight that typically comes
with being able to find an analytical solution to such estimation problems will prove
worthy of the sacrifice in accuracy. This requires two additional steps:

1. assuming that the wPWGN Θ is small, the latter can be replaced by its Taylor
expansion centred at zero (i.e., with its Maclaurin expansion), stopped at its second
term (the linear one),

e+jΘ ≈ 1 + jΘ. (2.14)

By doing so I can model the received symbol Y as the transmitted one X impaired
by the AWGN N and by the PWGN Θ:

Y ≈ X(1 + jΘ) +N = X + jXΘ +N. (2.15)

The PWGN Θ is assumed to be continuous, real, Gaussianly distributed with zero
mean and variance Θ0 and not wrapped anymore:

pΘ(θ) =
1√
2πΘ0

e
− 1

2
(θ)2

Θ0 , θ ∈ R; (2.16)

2. assuming that the transmitted symbol X has unitary amplitude (which, inciden-
tally, also excludes the case X = 0) and that it is known,

|X| = 1, X known, (2.17)

the received symbol Y can be divided by the transmitted symbol X (i.e., the
modulation can be “removed”) and translated by 1.
By doing so the counter-rotated and translated (CRT) received symbol Y ′ is given
by the sum of the PWGN Θ multiplied by j and the counter-rotated AWGN N ′,

Y ′ =
Y

X
− 1 ≈ jΘ +

N

X
= jΘ +N ′, (2.18)

where thanks to (2.17) the random variable N ′ is distributed as the random variable
N (with a reasoning similar to the one in section 2.3).
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The set of the CRT received symbols Y ′
i , i = 1, . . . , L, i.e. the CRT received constellation,

lies on the origin and is symmetric with respect to the real axis y = 0 as well as to the
imaginary axis x = 0: it is an ellipse, whose minor axis depends on the AWGN variance
N0 and whose major axis depends on the latter and on the PWGN variance Θ0. The
in-phase component of the CRT received symbol Y ′ is hence given only by the in-phase
component of the counter-rotated AWGN N ′, whereas its quadrature component is given
by the sum of the PWGN Θ and the quadrature component of the counter-rotated
AWGN N ′:

<(Y ′) ≈ <(N ′), (2.19)
=(Y ′) ≈ Θ + =(N ′). (2.20)

The condition (2.17) corresponds to using a phase-shift keying (PSK) modulation and
transmitting only pilot tones. Obviously, a communications system in which the receiver
already knows the transmitted symbols is useless, and in fact in the following I will not
propose solutions based on this model, rather I will use it “only” to derive estimators
of the SNR and of the SPNR, which I will then apply to the received symbols resulting
from laboratory experiments representing 100G long-haul NDE and DE coherent optical
communications systems, in which clearly I know the transmitted symbols.

2.4.1. ACRT NDE AWGN/PWGN model: Statistical assumptions

Recall that, if the counter-rotated AWGN N ′ is complex, its two in-phase and quadrature
components <(N ′) and =(N ′) are uncorrelated (and hence independent), continuous, real
and Gaussianly distributed with zero mean and variance N0/2 each:

p<(N ′)(<(n)) = p=(N ′)(=(n)), n ∈ C. (2.21)

Moreover, this model assumes that the PWGN Θ is independent of the quadrature
component of the counter-rotated AWGN =(N ′) (or, more in general, of the whole
counter-rotated AWGN N ′), so that their sum is continuous, real and still Gaussianly
distributed with zero mean and variance equal to the sum of their variances Θ0 and
N0/2:

pΘ+=(N ′)(=(n)) = pΘ(=(n)) ∗ p=(N ′)(=(n)), n ∈ C. (2.22)

This corresponds to assuming that each one of the sources listed in sections 2.2.1 and
2.3.1 generates noises that, singularly taken, are either an additive or a phase noise, but
not both at the same time.
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2.4.2. ACRT NDE AWGN/PWGN model: Distribution of the CRT
received symbols

Thanks to (2.19) I can easily write the pdf of the in-phase component of the CRT
received symbol Y ′,

p<(Y ′)(<(y)) = p<(N ′)(<(y)) =
1√

2π(1
2
N0)

e
− 1

2
(<(y))2

( 12N0) , y ∈ C. (2.23)

Similarly, thanks to (2.20) I can write the pdf of the quadrature component of the CRT
received symbol Y ′,

p=(Y ′)(=(y)) = pΘ+=(N ′)(=(y)) =
1√

2π(Θ0 +
1
2
N0)

e
− 1

2
(=(y))2

(Θ0+
1
2N0) , y ∈ C. (2.24)

Finally, I can write the pdf of the CRT received symbol Y ′ as the joint pdf of its in-phase
and quadrature components,

pY ′(y) = p<(Y ′)(<(y)) · p=(Y ′)(=(y)) =

=
1√

2π(1
2
N0)

e
− 1

2
(<(y))2

( 12N0) · 1√
2π(Θ0 +

1
2
N0)

e
− 1

2
(=(y))2

(Θ0+
1
2N0) , y ∈ C. (2.25)

Note that it is not necessary anymore to go through the intermediate step of conditioning
on the transmitted symbol X, because now the latter is known, it is not a random
variable anymore.

If now I have a series of independent CRT received symbols Y ′
i , i = 1, . . . , L, I can

write their joint pdf as:

pY ′
1 ,Y

′
2 ,...,Y

′
L
(y1, y2, . . . , yL) =

L∏
i=1

pY ′
i
(yi) =

=
L∏
i=1

1√
2π(1

2
N0)

e
− 1

2

(
<(yi)

)2
( 12N0) · 1√

2π(Θ0 +
1
2
N0)

e
− 1

2

(
=(yi)

)2
(Θ0+

1
2N0) ,

y1, y2, . . . , yL ∈ C. (2.26)

The independency of the CRT received symbols Y ′
i , i = 1, . . . , L is given under the

assumption that the overall discrete-time equivalent impulse response of the system
fulfills the Nyquist criterion for the absence of intersymbol interference (ISI). In chapter
4 I will prove these assumptions valid for intra- and/or homogeneous inter-channel non-
linearities and to an extent also for heterogeneous inter-channel non-linearities by means
of laboratory experiments.
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2.5. DE AWGN model
The second direction in which I will extend the NDE AWGN model is adding the DE.
This extension is motivated by the will to investigate long-haul DE coherent optical
communications systems.

In this case the bits are mapped to transmitted transitions and the SD demapper µ−1

must consider two consecutive received symbols to calculate the extrinsic LLRs for the
bits mapped to one transmitted transition (see again section 2.1 and figure 2.2). In
other words, the SD demapper and the FEC decoder see a channel with one input, the
transmitted transition, and two outputs, the two received symbols. Note that this does
not mean that the symbol rate must be doubled: in a continuous transmission, every
received symbol serves in two symbol periods, as first (previous) received symbol in one
symbol period and as second (current) received symbol in the next one.

In principle, it is possible to DE encode the amplitude and/or the phase:

• the DE of the amplitude is helpful against fading and is for instance employed in
radio communications;

• the DE of the phase is helpful against cycle slip and is for instance employed in
satellite and optical communications. Clearly,

• the two operations can also be combined, if needed.

In this work I will only refer to the DE of the phase.
Each of the two received symbols Yi, i = 1, 2 is modelled as the transmitted one

Xi, i = 1, 2 impaired by the AWGN Ni, i = 1, 2 as in section 2.2:

Yi = Xi +Ni, i = 1, 2. (2.27)

The first (previous) transmitted symbol X1 is still assumed to be discrete, complex and
uniformly distributed according to (2.2). The second (current) transmitted symbol X2,
instead, depends on the latter and on the transmitted transition T according to the DE
function ε:

X2 = ε(X1, T ) =

{
|X2| = |T |
∠X2 = ∠X1 + ∠T.

(2.28)

The second (current) transmitted symbol X2 hence has amplitude given by the ampli-
tude of the transmitted transition T and phase given by the sum of the phase of the
first (previous) transmitted symbol X1 and the phase of the transmitted transition T .
Obviously, the phase of the first (previous) transmitted symbol X1, considered given in
the current symbol period, was actually calculated in the previous one; similarly, the
phase of the second (current) transmitted symbol X2, calculated in the current symbol
period, will actually be considered given in the next one.
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Similarly to (2.2), the transmitted transition T is assumed to be discrete, complex
and uniformly distributed:

pT (t) = P [T = t] =
1

|T |
, t ∈ T ⊂ C, (2.29)

where T is the transition constellation and |T | its cardinality (i.e., the number of possible
transmitted transitions). Note that in some applications the transition constellation T
might be different from the constellation X , since the former must include a 0° phase
transition. Clearly, each transmitted transition T carries

m = log2(|T |) (2.30)

transmitted bits.
Each of the AWGN Ni, i = 1, 2 is still assumed to be continuous, complex and

Gaussianly distributed according to (2.6). This model was already introduced in the
past [31–34]; here I simply re-obtained it in a different way.

A final note on the choice of the letter t: in this work I will not present functions of
the continuous time, hence I can use this letter for the transmitted transition without
ambiguity.

2.5.1. DE AWGN model: Statistical assumptions
The first (previous) transmitted symbol X1 is obvioulsy independent of the transmitted
transition T ,

pX1|T (x1|t ) = pX1(x1). (2.31)

The same holds true for the first (previous) received symbol Y1,

pY1|X1,T (y1|x1, t ) = pY1|X1 (y1|x1 ). (2.32)

2.5.2. DE AWGN model: Distribution of the received symbols
Thanks to (2.32) I can write the conditional pdf of the first (previous) received symbol
Y1 conditioned on the first (previous) transmitted symbol X1 and on the transmitted
transition T in closed form:

pY1|X1,T (y1|x1, t ) = pN(y1 − x1) =
1

πN0

e
− |y1−x1|

2

N0 , y1 ∈ C, x1 ∈ X . (2.33)

Using the DE function (2.28) I can also write the conditional pdf of the second (current)
received symbol Y2 conditioned on the first (previous) transmitted symbol X1 and on
the transmitted transition T in closed form:

pY2|X1,T (y2|x1, t ) = pY2|X2 (y2|ε(x1, t) ) = pN(y2 − ε(x1, t)) =

=
1

πN0

e
− |y2−ε(x1,t)|

2

N0 , y2 ∈ C, x1 ∈ X , t ∈ T . (2.34)



2.6. DE AWGN/wPWGN model 23

I can then write the joint conditional pdf of the first (previous) received symbol Y1 and
the second (current) received symbol Y2 conditioned on the first (previous) transmitted
symbol X1 and the transmitted transition T as

pY1,Y2|X1,T (y1, y2|x1, t ) = pY1|X1,T (y1|x1, t ) · pY2|X1,T (y2|x1, t ) =

=
1

πN0

e
− |y1−x1|

2

N0 · 1

πN0

e
− |y2−ε(x1,t)|

2

N0 , y1, y2 ∈ C, x1 ∈ X , t ∈ T .

(2.35)

Finally, thanks to (2.31) and Bayes I obtain the joint conditional pdf of the first (pre-
vious) received symbol Y1 and the second (current) received symbol Y2 conditioned on
the transmitted transition T :

pY1,Y2|T (y1, y2|t ) =
∑
x1∈X

pY1,Y2|X1,T (y1, y2|x1, t ) · pX1|T (x1|t ) =

=
∑
x1∈X

1

πN0

e
− |y1−x1|

2

N0 · 1

πN0

e
− |y2−ε(x1,t)|

2

N0 · 1

|X |
, y1, y2 ∈ C, t ∈ T .

(2.36)

The joint pdf of the first (previous) received symbol Y1 and the second (current) received
symbol Y2 is obtained again thanks to Bayes multiplying (2.36) by (2.29) and summing
over all t ∈ T .

2.6. DE AWGN/wPWGN model
For the last model I will further extend either the NDE AWGN/ wPWGN model of
section 2.3 adding the DE or, equivalently, the DE AWGN model of section 2.5 adding
the phase noise.

Each of the two received symbols Yi, i = 1, 2 is modelled as the transmitted one
Xi, i = 1, 2 impaired by the AWGN Ni, i = 1, 2 and by the wPWGN Ni, i = 1, 2:

Yi = Xie
+jΘi +Ni, i = 1, 2. (2.37)

The first (previous) transmitted symbol X1 is still assumed to be discrete, complex and
uniformly distributed according to (2.2). The transmitted transition T is still assumed to
be discrete, complex and uniformly distributed according to (2.29). The second (current)
transmitted symbol X2 still depends on the former and on the latter according to the
DE function (2.28). Each of the AWGN Ni, i = 1, 2 is still assumed to be continuous,
complex and Gaussianly distributed according to (2.6). Each of the wPWGN Θi, i = 1, 2
is still assumed to be continuous, real and Gaussianly distributed according to (2.10).

2.6.1. DE AWGN/wPWGN model: Statistical assumptions
The first wPWGN Θ1 is obvioulsy independent of the transmitted transition T ,

pΘ1|X1,T (θ1|x1, t ) = pΘ1|X1 (θ1|x1 ). (2.38)
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2.6.2. DE AWGN/wPWGN model: Distribution of the received
symbols

In order to be able to write the conditional pdf of the first (previous) received symbol Y1

conditioned on the first (previous) transmitted symbol X1 and the transmitted transition
T in closed form, I can condition it also on the first wPWGN Θ1 and use (2.32):

pY1|X1,T,Θ1 (y1|x1, t, θ1 ) = pY1|X1,Θ1 (y1|x1, θ1 ) = pN(y1 − x1e
+jθ1) =

=
1

πN0

e
−

∣∣∣y1−x1e
+jθ1

∣∣∣2
N0 , y1 ∈ C, x1 ∈ X , t ∈ T , θ1 ∈]− π,+π].

(2.39)

Thanks to (2.38), (2.11) and Bayes I obtain the conditional pdf of the first (previous)
received symbol Y1 conditioned on the first (previous) transmitted symbol X1 and the
transmitted transition T :

pY1|X1,T (y1|x1, t ) =

∫ +π

−π

pY1|X1,T,Θ1 (y1|x1, t, θ1 ) · pΘ1|X1,T (θ1|x1, t )dθ1 =

=

∫ +π

−π

1

πN0

e
−

∣∣∣y1−x1e
+jθ1

∣∣∣2
N0 ·

+∞∑
k=−∞

1√
2πΘ0

e
− 1

2
(θ1−2πk)2

Θ0 dθ1,

y1 ∈ C, x1 ∈ X , t ∈ T . (2.40)

Similarly, in order to be able to write the conditional pdf of the second (current) received
symbol Y2 conditioned on the first (previous) transmitted symbol X1 and the transmitted
transition T in closed form, I can condition it also on the second wPWGN Θ2 and use
the DE function (2.28):

pY2|X1,T,Θ2 (y2|x1, t, θ2 ) = pY2|X2,Θ2 (y2|ε(x1, t), θ2 ) = pN(y2 − ε(x1, t)e
+jθ2) =

=
1

πN0

e
−

∣∣∣y2−ε(x1,t)e
+jθ2

∣∣∣2
N0 , y2 ∈ C, x1 ∈ X , t ∈ T , θ2 ∈]− π,+π].

(2.41)

Thanks to the DE function (2.28), (2.11) and Bayes I obtain the conditional pdf of
the second (current) received symbol Y2 conditioned on the first (previous) transmitted
symbol X1 and the transmitted transition T :

pY2|X1,T (y2|x1, t ) =

∫ +π

−π

pY2|X1,T,Θ2 (y2|x1, t, θ2 ) · pΘ2|X1,T (θ2|x1, t )dθ2 =

=

∫ +π

−π

1

πN0

e
−

∣∣∣y2−ε(x1,t)e
+jθ2

∣∣∣2
N0 ·

+∞∑
k=−∞

1√
2πΘ0

e
− 1

2
(θ2−2πk)2

Θ0 dθ2,

y2 ∈ C, x1 ∈ X , t ∈ T . (2.42)
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I can then write the joint conditional pdf of the first (previous) received symbol Y1 and
the second (current) received symbol Y2 conditioned on the first (previous) transmitted
symbol X1 and the transmitted transition T as

pY1,Y2|X1,T (y1, y2|x1, t ) = pY1|X1,T (y1|x1, t ) · pY2|X1,T (y2|x1, t ) =

=

∫ +π

−π

1

πN0

e
−

∣∣∣y1−x1e
+jθ1

∣∣∣2
N0 ·

+∞∑
k=−∞

1√
2πΘ0

e
− 1

2
(θ1−2πk)2

Θ0 dθ1·

·
∫ +π

−π

1

πN0

e
−

∣∣∣y2−ε(x1,t)e
+jθ2

∣∣∣2
N0 ·

+∞∑
k=−∞

1√
2πΘ0

e
− 1

2
(θ2−2πk)2

Θ0 dθ2,

y1, y2 ∈ C, x1 ∈ X , t ∈ T . (2.43)

Finally, thanks to (2.31) and Bayes I obtain the joint conditional pdf of the first (pre-
vious) received symbol Y1 and the second (current) received symbol Y2 conditioned on
the transmitted transition T :

pY1,Y2|T (y1, y2|t ) =
∑
x1∈X

pY1,Y2|X1,T (y1, y2|x1, t ) · pX1|T (x1|t ) =

=
∑
x1∈X

∫ +π

−π

1

πN0

e
−

∣∣∣y1−x1e
+jθ1

∣∣∣2
N0 ·

+∞∑
k=−∞

1√
2πΘ0

e
− 1

2
(θ1−2πk)2

Θ0 dθ1·

·
∫ +π

−π

1

πN0

e
−

∣∣∣y2−ε(x1,t)e
+jθ2

∣∣∣2
N0 ·

+∞∑
k=−∞

1√
2πΘ0

e
− 1

2
(θ2−2πk)2

Θ0 dθ2 ·
1

|X |
,

y1, y2 ∈ C, t ∈ T . (2.44)

The joint pdf of the first (previous) received symbol Y1 and the second (current) received
symbol Y2 is obtained again thanks to Bayes multiplying (2.44) by (2.29) and summing
over all t ∈ T .

2.7. Summary
In this chapter I explained what I mean by the channels seen by the SD demappers
and FEC decoders of long-haul NDE and DE coherent optical communications systems
operating in both linear and non-linear regime and I presented a total of five models
that represent them.

In these models the transmitted symbols are impaired by residual additive and/or
phase white (wrapped) Gaussian noises; as such, the models (and everything that is
based on them) depend on the variances of said noises. Some of these models include
the DE to represent long-haul DE coherent optical communications systems: in these
systems the DE decoding is performed by the SD demapper.

Table 2.1 reports schematically these models, their assumptions and their purposes.
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Name Formula Assumption
(used for)
NDE AWGN Y = X +N X uniform,
(proposed solutions, Chap. 6) N AWGN
NDE AWGN/wPWGN Y = Xe+jΘ +N Θ wPWGN,
(th. limits, Chap. 5) Θ indep. of X
ACRT NDE AWGN/PWGN Y ′ ≈ jΘ +N ′, Θ small and PWGN,
(estimators, Chap. 3) X known and |X| = 1,

Θ indep. of =(N ′)
DE AWGN Yi = Xi +Ni, i = 1, 2 T uniform
(proposed solutions, Chap. 6) with X2 = ε(X1, T )
DE AWGN/wPWGN Yi = Xie

+jΘi +Ni, i = 1, 2
(th. limits, Chap. 5) with X2 = ε(X1, T )

Table 2.1.: Models presented in this chapter and used in this work (see also figure 2.1).



3. Estimators of the SNR and of the
SPNR

In this chapter I present two pairs of estimators of the additive white Gaussian noise
(AWGN) variance N0 and the phase white Gaussian noise (PWGN) variance Θ0 based
on two of the models presented in chapter 2, namely

• the non differentially encoded (NDE) AWGN/ wrapped phase white Gaussian
noise (wPWGN) model presented in section 2.3 and

• the approximated, counter-rotated and translated (ACRT) NDE AWGN/ PWGN
model presented in section 2.4.

The first pair of estimators proved problematic when applied to the received symbols
resulting from the laboratory experiments representing 100G long-haul NDE and differ-
entially encoded (DE) coherent optical communications systems of chapter 4, as I will
describe. The need hence arose for the second pair of estimators, which do not suffer
from the same problems.

3.1. Estimators based on the NDE AWGN/wPWGN
model

One possible way to approach the estimation problem mentioned above is to notice that
some statistical quantities of the NDE AWGN/ wPWGN model (2.8), which I report
here for simplicity,

Y = Xe+jΘ +N,

are related to each other. Hence I can first estimate via Monte Carlo (MC) some of
these quantities and then find the others using the relations previously found.

3.1.1. NDE AWGN/wPWGN model: Estimator of the variance N0

With few basic manipulations it is easy to see that

E[|Y |2] = E[|X|2] + E[Xe+jΘN∗] + E[X∗e−jΘN ] + E[|N |2] =
= E[|X|2] + E[X]E[e+jΘ]E[N∗] + E[X∗]E[e−jΘ]E[N ] + E[|N |2] =
= E[|X|2] + E[|N |2], (3.1)

27
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which means that

N0 = E[|Y |2]− E[|X|2]. (3.2)

As a consequence, I could estimate via MC the second moment of the received symbol
Y and, assuming I know the second moment of the transmitted symbol X (which in my
laboratory experiments I do), I could estimate the AWGN variance N0 as follows:

1

L

L∑
i=1

|Yi|2 − E[|X|2], (3.3)

where L is the observation window length.

3.1.2. NDE AWGN/wPWGN model: Estimator of the variance Θ0

A little bit more complicated is to find a similar correspondence between the PWGN
variance Θ0 and some moment of some function of the transmitted and received symbols
X and Y .

Assuming that

Θ0 ≤
π2

9
≈ 1.0966, (3.4)

so that

−π = −3
√

Θ0 ≤ Θ ≤ +3
√
Θ0 = +π (3.5)

99.73% of the times, I can

• neglect the replicas of the Gaussian bell for k 6= 0 in (2.10) and only keep the
central one. Note that by doing so I am not ignoring the case Θ = 2π, 4π, . . .
(since when dealing with directional random variables the integrals are anyway
always over only one period), rather I am only neglecting the influence of the tails
of said replicas (k 6= 0) on the central one (k = 0);

• extend the integral in the definition of the first moment of e+jΘ over the whole
real axis.

Note that, in general, this assumption is different from the one made in section 2.4 in
order to be able to approximate the wPWGN Θ with its Taylor expansion centred at
zero. In this work I will always normalise the constellations to have Es = 1, hence this
assumption corresponds to a ratio between the energy per transmitted symbol Es and
the PWGN variance Θ0 larger than roughly −0.4 dB (see section 3.3 for the proper
definition).
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The first moment of e+jΘ thus resembles a Fourier transform and I obtain the following
result:

E[e+jΘ] ≈
∫ +π

−π

e+jθpΘ(θ)dθ ≈
∫ +∞

−∞
e+jθpΘ(θ)dθ =

=

∫ +∞

−∞
e−j2π(− 1

2π
)τpΘ(τ)dτ = PΘ(−

1

2π
), (3.6)

where PΘ(f) is the Fourier transform of pΘ(τ), and the change of variable τ = θ has
been done to emphasise that (3.6) can be seen as a Fourier transform calculated in f0 =
−1/(2π). I used the letter τ because in this work the letter t represents a transmitted
transition, see section 2.2. The Fourier transformation has the following properties:

e−πτ2 F7−→ e−πf2 and (3.7)

af(bτ)
F7−→ a

1

|b|
F (

f

b
), (3.8)

hence, choosing f(τ) = e−πτ2 and a = b = 1/
√
2πΘ0, I obtain

PΘ(f) = e−π(
√
2πΘ0f)2 = e−2π2Θ0f2 (3.9)

and, finally,

E[e+jΘ] ≈ PΘ(−
1

2π
) = e−2π2Θ0(− 1

2π
)2 = e−

1
2
Θ0 . (3.10)

Now I only need to note that

E[
Y

X
] = E[e+jΘ +N ] = E[e+jΘ] + E[N ] ≈ e−

1
2
Θ0 , (3.11)

which means that

Θ0 ≈ −2 ln(E[
Y

X
]). (3.12)

As a consequence, assuming I know the transmitted symbol X (which in my laboratory
experiments I do), I could estimate via MC the first moment of the counter-rotated
received symbol Y/X and I could estimate the PWGN variance Θ0 as follows:

−2 ln(
1

L

L∑
i=1

Yi

Xi

). (3.13)

The set of the counter-rotated received symbols Yi/Xi, i = 1, . . . , L, i.e. the counter-
rotated received constellation, must not be confused with the counter-rotated and trans-
lated (CRT) received constellation of section 2.4. It lies on the point 1+j0, is symmetric
with respect to the real axis y = 0 but is not symmetric with respect to the axis x =
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1 because of the wPWGN: in layman’s terms, this constellation can be said to have a
“bean-like” shape, whereas the CRT constellation of section 2.4 was an ellipse.

For observation windows of infinite length, L → +∞, the argument of the ln(·) func-
tion is a real number between 0 and 1, decreasing as the PWGN variance Θ0 increases:

1

L

L∑
i=1

Yi

Xi

→

{
1 when Θ0 → 0 and
0 when Θ0 → +∞.

(3.14)

When Θ0 → 0 there is no PWGN: the counter-rotated received constellation becomes
symmetric with respect to the axis x = 1, it can be said to lose its “bean-like” shape, the
ln(·) function returns 0 as does the estimator of the PWGN variance Θ0. On the other
hand, when Θ0 → +∞ there is infinite PWGN: the counter-rotated received constellation
becomes symmetric with respect to the axis x = 0, it can be said to take on a “doughnut-
like” shape, the ln(·) function returns −∞ and the estimator of the PWGN variance Θ0

returns +∞. In all cases, the “thickness” of its “bean-like” or ”doughnut-like” shape
depends on the AWGN variance N0.

3.1.3. NDE AWGN/wPWGN model: Disadvantages
The estimator (3.13) of the PWGN variance Θ0 has various problems, related to the
presence of the ln(·) function. In fact, the use of observation windows of finite length L
means that:

• the argument of the ln(·) function could still have a small complex part, so that
precautions should be taken to avoid feeding the ln(·) function with a complex
number;

• the argument of the ln(·) function could lie outside the interval (0, 1), which would
in turn lead to either

– meaningless results (if the argument of the ln(·) function is larger than 1, the
estimator (3.13) would return a negative PWGN variance Θ0!) or

– undefined operations (if the argument of the ln(·) function is smaller than 0);

• small deviations of the argument of the ln(·) function from its “true” value (the
one it would have for L → +∞) lead to large variations of its result and, hence,
to unreliable estimates of the PWGN variance Θ0 (recall that the derivative of the
ln(·) function in the interval (0, 1) assumes its largest values);

• small deviations of the argument of the ln(·) function from the value 1, caused by
the AWGN, are wrongly interpreted as caused by the wPWGN.

The estimator (3.13) is, in other words, unstable or, better said, might work in the-
ory (with infinite observation window length L), but does not in practice (with finite
observation window length L) and unfortunately I want to apply it to the received sym-
bols resulting from laboratory experiments representing 100G long-haul NDE and DE
coherent optical communications systems.
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Moreover, it is hard to judge the performance of both estimators (3.3) and (3.13) (e.g.,
whether they are efficient) because it is virtually impossible to calculate in closed form
the Cramér-Rao lower bound (CRLB) for the model (2.8): it would mean calculating
the expected value of the first (or second, depending on the definition) derivative of the
natural logarithm of the joint probability density function (pdf) of the received symbols
Yi, i = 1, . . . , L but, as said in section 2.3.2, already the conditional pdf of the received
symbol Y conditioned on the transmitted symbol X (2.13) is quite cumbersome ad
cannot be solved analytically.

3.1.4. NDE AWGN/wPWGN model: Dependency on the AGC
The estimator (3.3) of the AWGN variance N0 depends heavily on the performance of the
automatic gain control (AGC) stage(s) in the digital signal processing (DSP). In fact, a
non-ideal AGC could return each transmitted symbol impaired by AWGN and wPWGN
scaled in principle by a different multiplicative factor. These factors would then affect
the estimation of the second moment of the received symbol Y in the estimator (3.3) of
the AWGN variance N0 and lead to an over- or underestimated AWGN variance.

The same holds true for the estimator (3.13) of the PWGN variance Θ0: the multi-
plicative factors would affect the estimation of the first moment of the counter-rotated
received symbol Y/X and increase some of the problems listed before.

A possible solution could be to take into account also these factors and model them
as real random variables, most likely with memory. However, as explained in chapter 2
(see also figure 2.1), the models lay the foundations for the rest of this work, so a small
increase in the complexity at the beginning would translate into a large increase in the
complexity at the end, making the treatise most likely unmanageable: the models, the
estimators, the theoretical limits of the constellations and possibly the soft-decision (SD)
demappers would depend in principle on a series of additional parameters (depending
on the statistical description of the multiplicative factors introduced by the non-ideal
AGC), while the pdfs as well as the estimators, their variances and their CRLBs would
be most likely impossible to obtain in closed forms.

3.2. Estimators based on the ACRT NDE
AWGN/PWGN model

Luckily, a second pair of estimators can be developed, based this time on the ACRT
NDE AWGN/ PWGN model (2.18), which I also report here for simplicity,

Y ′ =
Y

X
− 1 = jΘ +N ′.

This time I can derive the estimators in the classical Estimation Theory way, by first cal-
culating the CRLB and thus obtaining, automatically, the minimum-variance unbiased
(MVU) estimators.
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3.2.1. ACRT NDE AWGN/PWGN model: Estimators of the
variances N0 and Θ0

The first step to calculate the CRLB is to take the ln(·) of the joint pdf of the CRT
received symbols Y ′

i , i = 1, . . . , L (2.26) calculated in section 2.4.2:

−L ln(2π)− L

2
ln(

1

2
N0)−

L

2
ln(Θ0 +
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2
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1

2

L∑
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<(yi)2
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2
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+
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1
2
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). (3.15)

Then, since I want to estimate two parameters, I need to calculate the derivatives of
(3.15) with respect to N0 and Θ0:
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I can rewrite (3.16) and (3.17) organising them in a 2x1 matrix as follows [35, Theo-
rem 3.2]:1
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This might be rewritten as:1
4

1
2
L

( 1
2
N0)2

1
2

1
2
L

(Θ0+
1
2
N0)2

0
1
2
L

(Θ0+
1
2
N0)2

 ·
[

2
L
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Hence I managed to write the 2x1 matrix (3.18) having as elements the derivative,
with respect to N0 and Θ0, of the ln(·) of the joint pdf of the CRT received symbols
Y ′
i , i = 1, . . . , L in the form [35, Theorem 3.2]

∂ ln(pY ′
1 ,Y

′
2 ,...,Y

′
L
(y1, y2, . . . , yL))

∂[N0, Θ0]T
= I([N0, Θ0]

T )(g(Y ′
1 , Y

′
2 , . . . , Y

′
L)− [N0, Θ0]

T ), (3.20)

with
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T ) =

1
4

1
2
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2
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2
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2
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g(Y ′
1 , Y

′
2 , . . . , Y

′
L) =

[
2
L

∑L
i=1<(yi)2

1
L

∑L
i=1=(yi)2 −

1
2
N0

]
, (3.22)
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while the inverse of (3.21) is
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This guarantees that

• the estimators [35, Theorem 3.2]

N̂0(Y
′
1 , Y

′
2 , . . . , Y

′
L, L) = [g(Y ′

1 , Y
′
2 , . . . , Y

′
L)]1,1 =

2

L

L∑
i=1

<(Y ′
i )

2 and (3.24)

Θ̂0(Y
′
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2 , . . . , Y

′
L, N0, L) = [g(Y ′

1 , Y
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2 , . . . , Y
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L
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2 − 1

2
N0 (3.25)

attain the respective bounds [35, Theorem 3.2] (i.e., they are efficient) and are
therefore MVU estimators;

• their variances are [35, Theorem 3.2]

σ2
N̂0
(N0, L) = [I−1([N0, Θ0]

T )]1,1 =
2

L
(N0)

2 and (3.26)

σ2
Θ̂0
(N0, Θ0, L) = [I−1([N0, Θ0]

T )]2,2 =
2

L
(Θ0 +

1

2
N0)

2; (3.27)

• their CRLBs are also given by (3.26) and (3.27).

This result agrees with the intuition. Recalling what has been said in section 2.4 about
the shape of the CRT received constellation (it is an ellipse, whose minor axis depends
on the AWGN variance N0 and whose major axis depends on the latter and on the
PWGN variance Θ0), the most natural way to estimate the variances N0 and Θ0 would
probably consists of two steps:

1. to estimate the second raw moment of the real part of the CRT received symbols
Y ′
i , i = 1, . . . , L, which contains only the real part of the counter-rotated AWGN

N ′ (since the PWGN Θ is not present). This estimate equals half of the estimated
AWGN variance and must therefore multiplied by two;

2. to estimate the second raw moment of the imaginary part of the CRT received
symbols Y ′

i , i = 1, . . . , L, which contains the imaginary part of the counter-rotated
AWGN N ′ and the PWGN Θ. This estimate equals the estimated PWGN variance
plus half of the estimated AWGN variance, which was obtained at the previous
step and has then to be subtracted.

The variances of the estimators N̂0 and Θ̂0, as well as their CRLB, depend
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• linearly on the inverse of the observation window length L: the more the observa-
tions, the more precise the estimations;

• quadratically on the variances N0 and Θ0: the lower the noises, the more precise
the estimations. In particular,

– the variance of the estimator N̂0 depends only on the AWGN variance N0,
whereas

– the variance of the estimator Θ̂0 depends on both the AWGN variance N0

and the PWGN variance Θ0.

Sometimes the received symbols resulting from laboratory experiments representing
100G long-haul NDE and DE coherent optical communications systems were not ex-
actly symmetrically distributed around the origin; this was especially the case when
large amounts of noises were present, since the DSP struggled to converge. I hence ap-
plied a slightly modified version of the estimators N̂0 and Θ̂0 (3.24) and (3.25), which
estimates the variance (instead of the second raw moment) of the real and of the imag-
inary part of the CRT received symbols Y ′

i , i = 1, . . . , L and proved even more robust.

3.2.2. ACRT NDE AWGN/PWGN model: Advantages
Not having the ln(·) function (or any non-linear function, for that matter), the estimators
N̂0 and Θ̂0 (3.24) and (3.25) do not present the problems due to observation windows
of finite length L that afflict the estimator of the PWGN variance Θ0 derived in section
3.1.2.

The estimators N̂0 and Θ̂0 are, in other words, stable or, better said, will work in
practice when I will apply them to the received symbols resulting from laboratory ex-
periments representing 100G long-haul NDE and DE coherent optical communications
systems.

Finally, they are efficient, MVU estimators and I was able to calculate their variances
and their CRLB in closed form, so I will be able to predict their performance.

3.2.3. ACRT NDE AWGN/PWGN model: Dependency on the AGC
Although less evident, also the estimators N̂0 and Θ̂0 (3.24) and (3.25) depend on the
performance of the AGC stage(s) in the DSP. Even though the CRT received constella-
tion can be “forced” to lie on the origin by substracting its mean value, the multiplicative
factors mentioned in section 3.1.4 would still affect the estimation of the second moments
of the real and of the imaginary parts of the CRT received symbol Y ′.

As explained in section 3.1.4, modelling also these factors would be an elegant solution
in theory, but not a viable one in practice. The DSP used in the laboratory experiments
presents two blind AGCs, a very basic one at the beginning of the cascade and a more
advanced one at the end of it. Being blind, they (especially the second) exhibit better
performance in presence of smaller amounts of noises, so I assumed that an ideal AGC
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is present, at least in these regions, in order to keep the treatise manageable and to
propose feasible solutions.

In chapter 4 I will prove this assumption valid for the DSP used in the laboratory
experiments.

3.3. SNR, SPNR, OSNR, Eb/N0, NCG
Rather than on the absolute values of the (average) energy per transmitted symbol
Es and the AWGN variance N0, the performance in terms of bit error rate (BER) of
communications systems that can be described with the NDE AWGN model depends
on their ratio. This quantity, called signal-to-(additive-)noise ratio (SNR), is given in
dB as

SNR = 10 log10 (
Es

N0

) [dB]. (3.28)

Similarly, since with the ACRT NDE AWGN/ PWGN model the PWGN becomes a
second additive noise (which, moreover, impairs only the imaginary part of the CRT
received symbols), it is helpful to introduce a similar quantity for the ratio between the
energy per transmitted symbol Es and the PWGN variance Θ0. I call this quantity the
signal-to-phase-noise ratio (SPNR), which is given in dB as

SPNR = 10 log10 (
Es

Θ0

) [dB]. (3.29)

As said in section 3.1.2, in this work I will always normalise the constellations to have Es

= 1. As a consequence, the estimators presented in this chapter, which actually estimate
the variances N0 and Θ0, can also be said to estimate the two ratios (3.28) and (3.29).
In the other chapters I will hence refer to them as “estimators of the SNR and of the
SPNR”.

In the optical community a third quantity, called optical signal-to-noise ratio (OSNR),
is customarily used in place of the SNR (3.28), which considers a fixed reference band-
width for the amplified spontaneous emission (ASE) noise produced by the optical am-
plifiers. This quantity is given in dB as

OSNR = SNR + 10 log10 (
Bs

Bref
) [dB], (3.30)

where Bs is the bandwidth occupied by the transmitted signal and Bref is the reference
bandwidth (usually 12.5 GHz, corresponding to 0.1 nm at 1550 nm). Note that hence
the performance of an optical communications system in terms of OSNR depends on the
occupied bandwidth Bs.

The symbol rate fs is given by

fs =
Rb

Npolm
, (3.31)
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where Rb is the nominal bit rate, Npol is the number of polarisations used and m is
the number of transmitted bits carried by a transmitted symbol X or a transmitted
transition T , see (2.3) and (2.30).

In the coding community the (average) energy per transmitted information bit Eb is
customarily used in place of the energy per transmitted symbol Es, because this quantity
allows to compare the performance of coded communications system with different code
rates R. The two quantities are related as follows:

Eb =
Es

Rm
. (3.32)

The ratio between the energy per transmitted information bit Eb and the AWGN variance
N0 is hence given in dB as

10 log10 (
Eb

N0

) = SNR − 10 log10 (Rm) [dB]. (3.33)

Another quantity often used in the coding community is the net coding gain (NCG),
given in dB by the difference between the information bit-to-(additive-)noise ratio in
dB needed by an uncoded system and that needed by a coded one to achieve a given
targeted BER:

NCG = 10 log10 (
Eb

N0

)unc. − 10 log10 (
Eb

N0

)cod. =

= SNRunc. − 10 log10 (munc.)− SNRcod. + 10 log10 (Rmcod.) [dB]. (3.34)

The NCG represents the gain in dB provided by a coded system over an uncoded one.
Note that, in principle, one could have munc. 6= mcod.. If munc. = mcod., (3.34) reduces
to:

NCG = SNRunc. − SNRcod. + 10 log10 (R) [dB]. (3.35)

Since this work deals with coding for optical communications systems, it is helpful to
relate directly the OSNR to the information bit-to-(additive-)noise ratio in dB:

OSNR = 10 log10 (
Eb

N0

) + 10 log10 (Rm) + 10 log10 (
Bs

Bref
) [dB]. (3.36)

3.4. Performance of the estimators based on the ACRT
NDE AWGN/PWGN model

Let me rewrite the formulas (3.26) and (3.27) for the variances of the estimators N̂0 and
Θ̂0, as well as their CRLB, as a function of the SNR and the SPNR (as well as of the
observation window length L), recalling that in this work I will always have Es = 1:

σ2
N̂0
(SNR, L) =

2

L
(

1

SNR)2 and (3.37)

σ2
Θ̂0
(SNR, SPNR, L) =

2

L
(

1

SPNR +
1

2

1

SNR)2. (3.38)
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Fixed variable Value
SNR 9.5 dB and 11.0 dB
SPNR 18.0 dB, 21.0 dB and 30.0 dB
L 106

Table 3.1.: Variables fixed in figures 3.2, 3.3, 3.4, 3.5, 3.6 and 3.7.

Here the SNR and the SPNR are linear, not in dB.
Since the performance of the estimator Θ̂0 depends on three variables, it is not possible

to show them in one figure; I hence decided that in section 3.4.3 I will show the results in
six figures, each time fixing one of the three variables to certain values and parametrizing
the curves with another one. When a variable is fixed in one figure, I will highlight it in
the others in which it is not (with a thicker curve when it parametrises a curve or with
a vertical black dashed line when it is on the x-axis).

Things are easier for the performance of the estimator N̂0, since its variance depends
”only” on two variables; in section 3.4.2 I will show it in one figure, parametrizing the
curves with one of the two variables.

3.4.1. Values of interest
The decision on which value to fix each variable is motivated as follows:

1. I chose to fix the SNR to two values, 9.5 dB and 11 dB, because they are in the
middle of the ranges of the SNR I will estimate in chapter 4 applying the estimator
N̂0 to the received symbols resulting from laboratory experiments representing
100G long-haul NDE and DE coherent optical communications systems. Similarly,

2. I chose to fix the SPNR to three values, 18 dB, 21 dB and 30 dB, because they
are in the middle of the ranges of the SPNR I will estimate in chapter 4 applying
the estimator Θ̂0 to the laboratory experiments. Finally,

3. I chose to fix the observation window length L to 106, because it is the length of
the sequence used in the laboratory experiments.

Note that these values must be considered as lower limits of the operating ranges, for in
the laboratory experiments I operated the systems in highly non-linear regime in order
to stimulate as many non-linearities as possible.

Table 3.1 summarizes which variable I fixed to which value in figures 3.2, 3.3, 3.4, 3.5,
3.6 and 3.7.

3.4.2. ACRT NDE AWGN/PWGN model: Performance of the
estimator N̂0

Figure 3.1 shows the variance of the estimator N̂0 as a function of the SNR and parametrised
by various values of the observation window length L.
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Figure 3.1.: Variance (and CRLB) of the estimator N̂0 as a function of the SNR and
parametrised by various values of the observation window length L over the
ACRT NDE AWGN/PWGN model.

In the range I am interested in the variance of the estimator N̂0 is in the range 8
·10−11–3 ·10−10, whereas N0 (the value to be estimated) is in the range 8 ·10−2–1 ·10−1.

3.4.3. ACRT NDE AWGN/PWGN model: Performance of the
estimator Θ̂0

Figures 3.2 and 3.3 show the variance of the estimator Θ̂0 as a function of the observation
window length L, for two fixed value of the SNR = 9.5 dB and 11.0 dB and parametrised
by various values of the SPNR.

Figures 3.4, 3.5 and 3.6 show the variance of the estimator Θ̂0 as a function of the
SNR, for three fixed values of the SPNR = 18 dB, 21 dB and 30 dB and parametrised
by various values of the observation window length L.

Figure 3.7 shows the variance of the estimator Θ̂0 as a function of the SPNR, for a
fixed value of the observation window length L = 106 and parametrised by various values
of the SNR.

The flattening of the curves in the right parts of figures 3.4, 3.5 and 3.6 shows that
increasing the SNR is beneficial only up to a certain point, because even when the
AWGN becomes negligible there might still be PWGN. Similarly, the flattening of the
curves in the right part of figure 3.7 shows the same with the roles of SNR and SPNR
swapped: even when the PWGN becomes negligible there might still be AWGN.

Moreover, in the range I am interested in the variance of the estimator Θ̂0 is in the
range 3 ·10−11–1 ·10−9, whereas Θ0 (the value to be estimated) is in the range 1 ·10−3–2
·10−2.
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Figure 3.2.: Variance (and CRLB) of the estimator Θ̂0 as a function of the observation
window length L, for a SNR = 9.5 dB and parametrised by various values
of the SPNR over the ACRT NDE AWGN/PWGN model.
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Figure 3.3.: Variance (and CRLB) of the estimator Θ̂0 as a function of the observation
window length L, for a SNR = 11.0 dB and parametrised by various values
of the SPNR over the ACRT NDE AWGN/PWGN model.
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Figure 3.4.: Variance (and CRLB) of the estimator Θ̂0 as a function of the SNR, for
a SPNR = 18.0 dB and parametrised by various values of the observation
window length L over the ACRT NDE AWGN/PWGN model.
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Figure 3.5.: Variance (and CRLB) of the estimator Θ̂0 as a function of the SNR, for
a SPNR = 21.0 dB and parametrised by various values of the observation
window length L over the ACRT NDE AWGN/PWGN model.
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Figure 3.6.: Variance (and CRLB) of the estimator Θ̂0 as a function of the SNR, for
a SPNR = 30.0 dB and parametrised by various values of the observation
window length L over the ACRT NDE AWGN/PWGN model.
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Figure 3.7.: Variance (and CRLB) of the estimator Θ̂0 as a function of the SPNR, for
an observation window length L = 106 and parametrised by various values
of the SNR over the ACRT NDE AWGN/PWGN model.
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Model Formulas Variance/CRLB
NDE AWGN/wPWGN N̂0 =

1
L

∑L
i=1|Yi|2 − E[|X|2] unknown

Θ̂0 = −2 ln( 1
L

∑L
i=1

Yi

Xi
)

ACRT NDE AWGN/PWGN N̂0 =
2
L

∑L
i=1<(Y ′

i )
2 σ2

N̂0
= 2

L
( 1

SNR)
2

Θ̂0 =
1
L

∑L
i=1 =(Y ′

i )
2 − 1

2
N0 σ2

Θ̂0
= 2

L
( 1

SPNR + 1
2

1
SNR)

2

Table 3.2.: Estimators presented in this chapter.

3.5. Summary
In this chapter I introduced two pairs of estimators of the two parameters of the models
seen in chapter 2, the AWGN variance N0 and the PWGN variance Θ0.

The first pair of estimators is based on the NDE AWGN/ wPWGN model and esti-
mates via MC certain quantities which are related to the variances N0 and Θ0. Unfortu-
nately, one of them makes use of the non-linear ln(·) function and is hence particularly
sensitive to the imperfections typical of laboratory experiments (i.e., a finite observation
window length). Moreover, the performance of these estimators are hard to judge, since
a closed form of their variances and their CRLBs could be found.

Hence I developed a second pair of estimators N̂0 and Θ̂0, this time based on the
ACRT NDE AWGN/ PWGN model, which estimate with two aritmetic means directly
the variances N0 and Θ0. These two new estimators do not make use of any non-linear
function and are as such much more robust when applied to the received symbols re-
sulting from laboratory experiments representing 100G long-haul NDE and DE coherent
optical communications systems. Moreover, they are by construction efficient, MVU es-
timators, which means that their variances attain (actually are equal to) their respective
CRLBs, for which a closed form could be found.

The performance of the estimators N̂0 and Θ̂0 depends on the SNR, the SPNR as
well as the observation window length. Anticipating some results from chapter 4 regard-
ing the lower limits of the operating ranges of typical wavelength division multiplexing
(WDM) systems I was able to prove that the estimators N̂0 and Θ̂0 have variances that
are six to ten orders of magnitude smaller than the values they have to estimate and
are, as such, very reliable.

Table 3.2 summarizes the estimators, the models they are based on and their perfor-
mance.
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In this chapter I present some experiments I performed in the laboratories of Nokia
Siemens Networks (NSN), nowadays Infinera. I realised a 100G long-haul coherent op-
tical communications system as central channel and surrounded it with either

• eight 100G long-haul coherent optical communications systems or

• eight 10G long-haul incoherent optical communications systems

as neighbouring channels. I operated the central channel and/or the neighbouring chan-
nels in highly (actually, as high as possible) non-linear regime, stimulating

• (homogeneous) intra-channel non-linearities (i.e., arising from the propagation of
the central channel) and/or

• homogeneous and/or heterogeneous inter-channel non-linearities (i.e., arising from
the propagation of the neighbouring channels, modulated as and/or differently
from the central one).

Obviously, intra-channel non-linearities can only be homogeneous. The purpose is
twofold:

1. to validate the models introduced in chapter 2 and

2. to know in which range the signal-to-(additive-)noise ratio (SNR) and most im-
portantly the signal-to-phase-noise ratio (SPNR) lie.

After introducing the setups, I will validate the hypothesis of Gaussianity and whiteness
made in chapter 2 for the additive and phase noises. Finally, I will apply the esti-
mators presented in chapter 3 to the received symbols resulting from these laboratory
experiments to estimate the SNR and the SPNR.

Part of the material presented in this chapter has been published on the IEEE Photon-
ics Technology Letters (PTL) [12], at the Optical Fiber Conference (OFC) [36] as well
as at the Signal Processing in Photonic Communications (SPPCom) conference [37,38].

4.1. The five experiments
I considered two possible modulation formats:

1. polarisation division multiplexing (PDM) quadrature phase-shift keying (QPSK);

43
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2. on-off keying (OOK).

I set the launch power such that the channels were in one of the three following regimes:

1. not present (@), launch power = −∞ dBm;

2. in linear (L) regime, launch power = 0 dBm;

3. in non-linear (NL) regime, launch power = 5, 8 and 10 dBm depending on the
experiment: each time I chose the highest launch power at which the digital signal
processing (DSP) still converged, to be sure to stimulate as many non-linearities
as possible.

In principle, this gave me 2 · 3 = 6 possible “transmitter configurations”, and I could
choose

1. one of them for the central channel and

2. one of them for the eight neighbouring channels.

for a total of 6 · 6 = 36 combinations. Clearly, the majority of them are either not
meaningful or very similar to (combinations of) others. In particular I did not consider
the following cases:

• the central channel is not present;

• the central channel is OOK modulated, since I wanted to propose solutions for
100G long-haul non differentially encoded (NDE) and differentially encoded (DE)
coherent optical communications systems;

• the eight neighbouring channels are in linear regime, since in this case almost no
non-linear effects can be seen on the central channel;

• the central channel is in linear regime and the eight neighbouring channels are not
present, since even in this case there would be almost no non-linearities;

• both the central channel and the eight neighbouring channels are in non-linear
regime, with the latters being OOK modulated. This case was unfortunately ex-
cluded because of time and resource limitations, not for a lack of interest; however,
it would have added little to the investigation, since it is very similar to a combi-
nation of other two cases.

The number of neighbouring channels was limited to eight because a higher number
would have meant using a much bigger light amplification by stimulated emission of
radiation (LASER) bank, with a much more complicated controlling.

Table 4.1 summarizes the experiments I conducted:

1. the “QPSK-L/QPSK-NL” experiment, in which
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Name Central Neighbouring Total Span Non-linearities
channel channels launch length stimulated
(regime) (regime) power [km]

[dBm]
1) QPSK-L/ QPSK, QPSK, homogeneous

QPSK-NL 0 dBm 8 dBm 17.12 380 inter-channel
(linear) (non-linear)

2) QPSK-NL/ QPSK,
@ 10 dBm not present 10.00 380 intra-channel

(non-linear)
3) QPSK-NL/ QPSK, QPSK, intra-channel and

QPSK-NL 8 dBm 8 dBm 17.54 380 homogeneous
(non-linear) (non-linear) inter-channel

4) QPSK-L/ QPSK, OOK, heterogeneous
OOK-NL 0 dBm 5 dBm 14.20 380 inter-channel

(linear) (non-linear)
5) B2B QPSK,

0 dBm not present 0.00 0 none
(linear)

Table 4.1.: Experiments conducted in this work.

• the central channel is modulated with a PDM QPSK, in linear regime (launch
power = 0.00 dBm);

• the eight neighbouring channels are modulated with a PDM QPSK, in non-
linear regime (launch power = 8.00 dBm), generating homogeneous inter-
channel non-linearities;

• total launch power = 10 log10 (1 · 100/10 + 8 · 108/10) ≈ 17.12 dBm.
This experiment, which helps to isolate the non-linearities arising from the prop-
agation of the sole neighbouring channels, represents a modern 100G wavelength
division multiplexing (WDM) system in which the neighbouring channels have to
travel farther than the central one and have hence a higher launch power. In
fact, the longer the distance, the higher the number of optical amplifiers along
the way and therefore the lower the optical signal-to-noise ratio (OSNR) at the
receiver, which must then be increased, usually increasing the launch power at the
transmitter;

2. the “QPSK-NL/@” experiment, in which
• the central channel is modulated with a PDM QPSK, in non-linear regime

(launch power = 10.00 dBm), generating (homogeneous) intra-channel non-
linearities;

• the eight neighbouring channels are not present;
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• total launch power = 10.00 dBm.
This experiment does not represent any practical WDM system but helps to isolate
the non-linearities arising from the propagation of the sole central channel;

3. the “QPSK-NL/QPSK-NL” experiment, in which
• the central channel is modulated with a PDM QPSK, in non-linear regime

(launch power = 8.00 dBm), generating (homogeneous) intra-channel non-
linearities;

• the eight neighbouring channels are modulated with a PDM QPSK, in non-
linear regime (launch power = 8.00 dBm), generating homogeneous inter-
channel non-linearities;

• total launch power = 10 log10 (9 · 108/10) ≈ 17.54 dBm.
This experiment represents a modern 100G WDM system, in which all channels
have the same modulation and the same launch power;

4. the “QPSK-L/OOK-NL” experiment, in which
• the central channel is modulated with a PDM QPSK, in linear regime (launch

power = 0.00 dBm);
• the eight neighbouring channels are modulated with an OOK, in non-linear

regime (launch power = 5.00 dBm), generating heterogeneous inter-channel
non-linearities;

• total launch power = 10 log10 (1 · 100/10 + 8 · 105/10) ≈ 14.20 dBm.
This experiment represents an old 10G/100G WDM system, in which the central
channel originally carrying 10G long-haul incoherent optical communications sys-
tems has been replaced with a 100G long-haul coherent optical communications
system.

In the following I will refer to the QPSK-L/QPSK-NL experiment, the QPSK-NL/@
experiment and the QPSK-NL/QPSK-NL experiment as the “QPSK-only” experiments
for brevity; as I will show, in fact, they will exhibit very similar characteristics.

All four experiments have been conducted transmitting over 4 · 95 = 380 km of
single-mode optical fibre (SMF). The number of spools was limited to four because a
higher number would have meant implementing a recirculating loop, with a much more
complicated controlling.

In addition to those listed above I also conducted the following experiment:
5. the “back to back (B2B)” experiment, in which

• the central channel is modulated with a PDM QPSK, in linear regime (launch
power = 0.00 dBm);

• no neighbouring channels are present;
• total launch power = 0.00 dBm.

This experiment acts as a reference for the performance of the setup itself.
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4.2. Experimental setup
The experimental setup was composed of

• either one of two transmitters, depending on the modulation format of the neigh-
bouring channels,

• a transmission link, the same for all the experiments, obviously with the exception
of the B2B experiment, and

• a receiver, which was also the same for all the experiments (since it depends on
the modulation format of the central channel, which was always PDM QPSK).

4.2.1. Transmitters
Since on the neighbouring channels I wanted to transmit either PDM QPSK or OOK
modulated signals, I had to realise two different transmitters.

In both cases the data rate of the central channel was 112 Gbps in order to reproduce
the optical transport unit 4 (OTU4) nominal bit rate = 111.809973568 Gbps [39–42,
Table 7-1], which in turn corresponds to the optical data unit 4 (ODU4) nominal bit rate
of Rb = 104.794445815 Gbps increased by 255/239 because of forward error correction
(FEC).

4.2.1.1. Transmitter for the B2B and the three QPSK-only experiments

In order to realise the B2B and the three QPSK-only experiments I prepared a transmit-
ter with one central channel and in the latters eight neighbouring channels, all modulated
with PDM QPSK.

Figure 4.1 shows the transmitter used for these four experiments.
In more detail:

• I coupled together
– five LASERs on the Telecommunication Standardization Sector of Interna-

tional Telecommunication Union (ITU-T) grid (having a 100 GHz spacing)
and

– four LASERs on the ITU-T offset-grid (also having a 100 GHz spacing)
by using passive couplers, generating 2 LASER combs which I will refer to as the
“even” and the “odd” channel groups. These LASERs had a linewidth ∆f = 100
kHz. Altogether, the channels hence had a 50 GHz spacing. The central channel
lay in the middle of the nine channels, with four channels on each side, and was,
as such, an odd channel;

• I generated offline a sequence of ≈ 106 QPSK symbols (hence the choice of L = 106

in figures 3.1 and 3.7), extracted the corresponding I and Q sequences and loaded
the latters in a SHF 12100 B pulse pattern generator (PPG) [43], set to run at a 28



48 4. Laboratory Experiments

Even
LASERs

(4x)

Even
IQM*

D

28G

PPG

Odd
IQM

28G
Odd

LASERs
(5x)

WSS

56G

56G

PDM
(D)56G

Power
monitor112G

Figure 4.1.: Transmitter used for the three QPSK-only experiments as well as the B2B
experiment. The devices marked with an asterisk are not present or have a
different position in figure 4.3.

GBd by inserting an electrical 28 GHz clock signal. Unfortunatey, the repetition
of longer, user-defined sequences caused some problems, so I was limited to that
length.
Figure 4.2 shows the eye diagram at 28 GBaud of the SHF 12100 B PPG [43].
The PPG had two pairs of outputs, so I delayed one of them for decorrelation and

• used them to drive two single-polarisation IQ modulators (IQMs), one modulating
the even channel group and the other modulating the odd channel group.
I hence realised two groups of four and five QPSK modulated channels, each chan-
nel carrying data at a rate = 28 · 2 = 56 Gbps;

• I then multiplexed the even and the odd channel groups using the Waveshaper
4000S wavelength selective switch (WSS) on the 50 GHz ITU-T grid. With the
WSS I equalised the channels, regulating the relative power of both the central and
the neighbouring channels (a 0 or 8 dB difference depending on the experiment,
see table 4.1).
At this point I had one group of nine QPSK modulated channels, each channel still
carrying data at a rate = 56 Gbps. In order to build a 100G long-haul coherent
optical communications system

• I hence emulated PDM by means of a PDM stage, in which the incoming optical
signal is splitted into two equally powered tributaries by means of a polarisation



4.2. Experimental setup 49

Figure 4.2.: Eye diagram at 28 GBaud of the SHF 12100 B PPG used to realize the
PDM QPSK modulated channels for all experiments [43].

beam splitter (PBS), one of them is delayed (by 469, 312 or 229 symbols depending
on the experiment), again for decorrelation, and the two are recombined by means
of a polarisation beam combiner (PBC).
Thus I obtained one group of nine PDM QPSK modulated channels, each channel
carrying data at a rate = 56 · 2 = 112 Gbps;

• I then pre-amplified the nine channels using an erbium doped fibre amplifier
(EDFA) and coupled them into the transmission link. After the EDFA and before
the transmission link

• I placed an Eigenlight in-line power monitor, with which I regulated the absolute
total launch power.

4.2.1.2. Transmitter for the QPSK-L/OOK-NL experiment

In order to realise the QPSK-L/OOK-NL experiment I prepared a transmitter with
one central channel, modulated with PDM QPSK, and eight neighbouring channels,
modulated with OOK.

Figure 4.3 shows the transmitter used for this fifth experiment.
In more detail and with respect to the transmitter described in section 4.2.1.1:

• I replaced the eight LASERs used for the neighbouring channels (odd and even)
with other eight cheaper LASERs. These LASERs had a linewidth ∆f > 100 kHz.
For the OOK modulation format, in fact, the linewidth is less critical than for
phase sensitive modulation formats;

• I loaded the I and Q sequences of the same sequence of ≈ 106 QPSK symbols in
the same PPG running at a 28 GBaud and
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Figure 4.3.: Transmitter used for the QPSK-L/OOK-NL experiment. The devices
marked with an asterisk are not present or have a different position in figure
4.1.
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• used them to drive one of the two previous single-polarisation IQMs, thus modu-
lating the central channel, now carrying data at a rate = 28 · 2 = 56 Gbps;

• I then fed the same PDM stage with this signal, with which I emulated PDM
obtaining the PDM QPSK modulated central channel, carrying data at a rate =
56 · 2 = 112 Gbps; in parallel

• I generated a new sequence of OOK symbols, loaded it in another PPG running
at a 10.7 GBaud and

• used it to drive a Mach-Zehnder modulator (MZM), thus modulating the neigh-
bouring channels, now carrying data at a rate = 10.7 Gbps.
The LASER used to generate the neighbouring channels were polarisation aligned,
corresponding to worst case launch conditions; in order to test different relative
positions between the central and the neighbouring channels

• I placed a polarisation scrambler after the MZM, going through all possible polar-
isation states within 1 ms (i.e., with a 1 kHz clock);

• I then multiplexed the central and the neighbouring channels using the same WSS,
by setting whose attenuations I equalised the relative launch powers of both the
central and the neighbouring channels (a 5 dB difference, see table 4.1). After the
WSS

• I pre-amplified the PDM QPSK modulated central channel, carrying data at a
rate = 112 Gbps, and the OOK modulated neighbouring channels, carrying data
at a rate = 10.7 Gbps, using the same EDFA and coupled them into the same
transmission link; after the EDFA and before the transmission link

• I used again the same EigenLight in-line power monitor to regulate the absolute
total launch power.

4.2.2. Transmission Link
Figure 4.4 shows the transmission link used in all experiments with the exception of the
B2B experiment.

In more detail:

• I used four different 95 km spools of SMF, no dispersion compensating fibre (DCF)
was present.
Table 4.2 reports additional parameters of the optical fibre.
The overall transmission distance was hence 380 km;

• I placed an EDFA after each span to compensate for the span loss, bringing the
total power launched in the next spool back to the values reported in table 4.1.
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95 km

4x

Figure 4.4.: Transmission link used for all but the B2B experiment.

Parameter Value
Attenuation 0.19 dB/km
Span length 95 km
Span loss (with splices) 19 dB
Chromatic dispersion @1550 nm 16.8 ps/(nm km)
Dispersion slope 0.057 ps/(nm2 km)
Effective core area 80 µm2

Non-linear coefficient 1.3 rad/(W km)

Table 4.2.: Average parameters of the SMF used in all experiments.
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Figure 4.5.: Receiver used for all experiments.

4.2.3. Receiver
Figure 4.5 shows the receiver used for all experiments.

In more detail:

• I attenuated the central channel with a variable optical attenuator (VOA) and
then

• I fed an EDFA with it.
Since amplifiers produce a constant output power, when the power of the central
channel is reduced by means of the VOA the amplifier produces more amplified
spontaneous emission (ASE) and viceversa. Hence, by manually changing the
attenuation of the VOA I could set the OSNR to the desired values. This was, in
other words, the noise loading stage (see also section 4.2.3.1). After the EDFA

• I splitted the central channel with a 5:95 splitter and sent 5% of the power to an
optical spectrum analyzer (OSA), with which I measured the OSNR set with the
VOA;

• I then filtered out the central channel from the remaining 95% of the power with
a 50 GHz tunable optical bandpass filter (BPF),

• I splitted it into two orthogonal polarisation components by means of a PBS and

• I combined the outputs of the latter inside two 90°-optical hybrids with a local
oscillator (LO) with a 14 dBm power and a linewidth ∆f = 100 kHz.
This structure, typical of coherent receivers, is needed to be able to detect both
components of the signals of both polarisations, since a photodiode (PD) generates
a current which depends on the power of the incoming optical signal and, as such,
only on its amplitude;

• I then connected the four outputs of the polarisation diversity 90°-optical hybrid,
representing the in-phase and quadrature components of the two polarisations, to
four balanced PDs, which detected the four optical signals and translated them
into electrical ones. Finally,
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Figure 4.6.: DSP algorithms used for all experiments. The stages framed by a dashed
line were performed iteratively.

• I sampled the electrical signals coming from the PDs with a Lecroy LabMaster
945MZi-A 40 GSamples/s digital sampling scope with a 20 GHz electrical band-
width [44].

4.2.3.1. OSNR measurement

I set the OSA to integrate the power of the optical signal over the reference bandwidth
Bref = 12.5 GHz, corresponding to 0.1 nm.

With it I acquired the power at three different points in frequency, once in the middle
of the central channel and twice to its sides:

• the value in the middle of the central channel measured the sum of the powers of
the wanted signal and of the ASE noise inside the central channel;

• the values on the sides, instead, measured the power of the sole ASE noise outside
the central channel.

Under the assumption that the noise floor remains more or less constant over all fre-
quencies (or at least it grows or decays linearly with the frequency), I hence estimated

• the power of the ASE noise inside the central channel interpolating the values on
the sides and

• the power of the wanted signal inside the central channel subtracting the latter
from the value in the middle.

Finally, I scaled the power of the wanted signal by its real occupied bandwidth Bs = 28
GHz, took the ratio of the two powers and obtained the OSNR.

4.2.4. Digital signal processing
Offline I then recombined the sampled in-phase and quadrature components of the two
polarisations from section 4.2.3 and post-processed them with a blind DSP.

Figure 4.6 shows the DSP algorithms used for all experiments.
In more detail, the cascade was composed of six stages, the last two of which were

performed iteratively:
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1. Upsampling – the signals on the two polarisations were upsampled block-wise from
40/28 ≈ 1.43 samples/symbol to 56/28 = 2 samples/symbol by means of spline
interpolation.
This stage is needed because the following algorithms require integer or fractional
samples/symbol rates. Note that this stage is typically needed in laboratory exper-
iments, where the sampling scopes in general run at fixed sampling rates indepen-
dent of the symbol rate of the particular laboratory experiment being performed;
commercial transponders will most likely not need this stage.
After this stage, potential direct current (DC) components in the signals on the
two polarisations were removed and the powers of the latters were normalised to 1.
This normalisation step hence corresponds to a first, very coarse automatic gain
control (AGC);

2. 2x I/Q imbalance compensations – the quadrature components of the signals on
the two polarisations were resampled to have their versions temporally aligned
with the in-phase ones.
This stage is needed to compensate for the different lengths of the paths covered by
the in-phase and quadrature components of the signals on the two polarisations.
After this first, manual compensation a second, automatic one was also imple-
mented [45];

3. Chromatic dispersion (CD) equalisation – the amount of accumulated CD (for in
principle the length of the fibre is not known) was estimated with a method [46]
derived from the constant modulus algorithm (CMA) algorithm [47]. The fast
Fourier transform (FFT) of the signals on the two polarisations was then taken
block-wise, multiplied by the inverse of the frequency response representing the
estimated accumulated CD and finally the inverse fast Fourier transform (IFFT)
of the result was taken. The estimated accumulated CD was hence compensated for
in the frequency domain. Note that this frequency response has costant amplitude,
hence it is safe to take its inverse.
This stage is needed to compensate for the largest part of the CD which accumu-
lates during propagation in the SMF. Potential residual CD was compensated for
in the second equalisation stage;

4. Timing recovery – the signals on the two polarisations were upsampled block-wise
from 2 samples/symbol to 4 samples/symbol, again by means of spline interpola-
tion. The time delays were estimated for each block and averaged over the blocks
according to the square timing recovery (STR) algorithm [48]. Finally, the signals
were downsampled block-wise from 4 samples/symbol to 2 samples/symbol, again
by means of spline interpolation, and resampled block-wise to have their versions
with samples at the beginning and in the middle of the symbol period, as needed
by the following algorithms.
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This stage is needed to compensate for differences in frequency and phase of the
transmitter and the receiver clocks, which cause the analog-to-digital converters
(ADCs) in the digital sampling scope to sample at random points within a symbol
period, not where needed. Note that this stage must come after the CD equalisa-
tion one and the upsampling must be at more than 2 samples/symbol, otherwise
the spectral component at the symbol rate will not be clearly represented;

5. Joint equalisation and carrier recovery – this stage was composed of two substages
performed iteratively:

a) 4x4 multiple-input and multiple-output (MIMO) equalisation – each in-phase
and quadrature component of each signal on the two polarisations was filtered
in the time domain by four finite impulse response (FIR) filters (different for
each component) and then four linear combinations of the results were taken.
In total, 16 filters were hence used in a butterfly structure.
Each filter had 13 taps (uneven, so that the middle tap refers to the center
of the central pulse), which means that the filters were able to retrieve in-
formation from 3 past symbols and 3 future ones, since the components at
this point were sampled with 2 samples/symbol. The choice of the number
of taps is always the result of a compromise and, as such, delicate. If the
number is too small, meaningful information from past and future symbols
that are too far away will be lost; if the number is too large, impairing noise
from past and future symbols will be collected.
The phases of the signals on the two polarisations were then corrected with
the values estimated in the previous iteration of the next substage.
At this point the filters were updated according to various algorithms:

• for the first blocks (i.e., in the training phase) the CMA algorithm was
used [47]. Note that this algorithm does not take into account the phase
of the signals on the two polarisations, hence it can be used at the be-
ginning, when the frequency offset has not been (or only marginally)
corrected yet. Focusing only on the amplitude of the signals on the two
polarisations, the CMA algorithm demultiplexed the signals on the two
polarisations redistributing the energy of the symbols, taking it from the
symbols in the other components or from the neighbouring symbols on
the same component and transferring it back to the “original” symbol;

• for the other blocks (i.e., after the training phase) the decision-directed
least mean square (DD-LMS) algorithm was used [49,50]. Note that this
algorithm, instead, takes into account the phase of the signals on the two
polarisations, so it can be used only after a while, when the frequency
offset has already been (mostly) corrected. Taking into account also the
phase of the signals on the two polarisations, the DD-LMS algorithm fine
tuned the result of the CMA algorithm.
Finally, the filters were updated also according to
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• one independent component analysis (ICA) algorithm, which achieves
blind source separation by avoiding correlation between the resulting
output sample sequences or, equivalently, between the off-diagonal con-
verged impulse responses [49, 50]. In fact, the CMA algorithm could
force both signals on the two polarisations to the same solution, since it
minimised the distance of the signals from a constant, not from a given
sequence of symbols.

This stage was needed to compensate for
• potential residual CD left after the CD equalisation stage,
• polarisation mode dispersion (PMD),
• crosstalk between each pair of components,
• bandwidth limitations and
• the random (and hence misaligned) state of polarisation (SOP) of the

optical signal entering the receiver. Because of the latter, in fact, the
signals detected by the PDs and sampled by the digital sampling scope
are actually a linear combination of the transmitted signals on the two
polarisations.

This equalisation step hence corresponds to a second, more sophisticated
AGC;

b) 2nd-order digital phase-locked loop (PLL) – a hard-decision (HD) was taken
on the samples of the signals on the two polarisations. A loop filter was then
fed with a function of the samples and the HD decisions and estimated the
phase correction terms applied to the signals on the two polarisations before
the FIR filters were updated.
Once all the phase correction terms were available, the filter estimated also
the frequency offset.
This stage is needed to compensate for the phase and frequency offset between
the LASERs used in the transmitter and in the receiver.

More details on the blind DSP algorithms I used can be found in [49–51]. All these
algorithms were implemented in MATLAB ®.

4.3. Experimental results

4.3.1. Validation of the statistical models
In order to validate the whiteness and the Gaussianity assumptions I decided to consider
the constellation carried on one of the two polarisations and its counter-rotated and
translated (CRT) received version taken at an OSNR = 20 dB for the four experiments
with the transmission link reported in table 4.1.
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Experiment Est. SNR [dB] Est. SPNR [dB]
QPSK-L/QPSK-NL 9.67 21.07
QPSK-NL/@ 10.38 21.62
QPSK-NL/QPSK-NL 10.32 20.86
QPSK-L/OOK-NL 12.36 17.75
B2B 10.35 27.91

Table 4.3.: Estimated SNR and SPNR of the shots shown in figure 4.7.

The reason is that I wanted to minimise potential artefacts introduced by the DSP
because of too much ASE (the presence of the non-linearities already put the DSP under
very stressful conditions where it sometimes failed to converge). In order to have curves
in the same ranges, I decided to consider constellations taken instead at an OSNR = 14
dB for the B2B experiment.

Before showing the results, recall what I said in section 2.4, in particular (2.19) and
(2.20): according to the approximated, counter-rotated and translated (ACRT) NDE
additive white Gaussian noise (AWGN)/ phase white Gaussian noise (PWGN) model,

• the real part of the CRT received symbol equals the real part of the counter-rotated
AWGN N ′, whereas

• its imaginary part equals the sum of the PWGN Θ and the imaginary part of the
counter-rotated AWGN N ′.

As a consequence, the autocorrelation function of the real part of the CRT received
symbol equals the autocorrelation function of the real part of the counter-rotated AWGN,

r<(Y ′)(kTs) = r<(N ′)(kTs), k ∈ Z, (4.1)

where Ts = 1/(28 · 109) ≈ 35.7 ps is the symbol period.
Moreover, since the PWGN is assumed to be independent of the counter-rotated

AWGN (see section 2.4.1) and they both are assumed to have zero mean, the auto-
correlation function of the imaginary part of the CRT received symbol is given by the
sum of the autocorrelation function of the PWGN and the autocorrelation function of
the imaginary part of the counter-rotated AWGN:

r=(Y ′)(kTs) = rΘ(kTs) + r=(N ′)(kTs), k ∈ Z. (4.2)

4.3.1.1. Gaussianity

Figure 4.7 shows the experimental probability density functions (pdfs) of the real (top)
and imaginary (bottom) parts of the CRT received constellations Y ′

i , i = 1, . . . , L, to-
gether with the corresponding theoretical Gaussian pdfs.

Table 4.3 reports the corresponding estimated SNR and estimated SPNR.
The experimental pdfs overlap almost perfectly with the theoretical ones, confirming

the Gaussianity assumption. Moreover,
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Figure 4.7.: Experimental pdfs (solid) of the real (top) and imaginary (bottom) parts
of the CRT received constellations, at an OSNR = 20 dB (14 dB for the
B2B experiment). For each curve a theoretical Gaussian pdf (dashed) is also
reported, with zero mean and variance estimated according to section 3.2.1.
The corresponding estimated SNR and SPNR are reported in table 4.3.
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Figure 4.8.: 2D experimental pdfs of the received constellations, before (left) and after
(right) being CRT, for the QPSK-L/QPSK-NL experiment, at an OSNR =
20 dB.

• the (experimental and theoretical) “real” and “imaginary” (for brevity) pdfs of the
B2B experiment are practically equal, whereas

• the real pdfs of the three QPSK-only experiments have slightly smaller variances
and hence are slightly narrower and taller than their imaginary ones. This is due
to the presence of PWGN in the imaginary part of the CRT received constellations,
which is not present in their real part. This PWGN is due mostly to the intra-
and homogeneous inter-channel non-linearities (after DSP, to be precise, although
I will not repeat it each time, again for brevity) and, to a lesser extent, to the
chain of transmitter, receiver and DSP. In fact, as reported in table 4.3, in the
three QPSK-only experiments the estimated SPNR is ≈ 6–7 dB lower than in
the B2B experiment (where only the chain of transmitter, receiver and DSP is
present), for approximately the same estimated SNR;

• this phenomenon is even more pronounced for the pdfs of the QPSK-L/OOK-NL
experiment, indicating that heterogeneous inter-channel non-linearities contribute
more to the PWGN and less to the AWGN than intra- and homogeneous inter-
channel ones. As reported in table 4.3, in the OOK experiment the estimated
SPNR is ≈ 3–4 dB lower than in the three QPSK-only experiments and ≈ 10 dB
lower than in the B2B experiment, whereas the estimated SNR is ≈ 2 dB higher.

Figures 4.8, 4.9, 4.10, 4.11 and 4.12 show the experimental two-dimensional (2D) pdfs
of the received constellations, before (left) and after (right) being CRT.

The 2D experimental pdfs of the received constellations after being CRT confirm
what figure 4.7 already showed: the 2D pdfs are a series of concentric circles or ellipses,
depending on how much PWGN is present. In particular,

• the B2B experiment exhibits the roundest constellations (see figure 4.12),
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Figure 4.9.: 2D experimental pdfs of the received constellations, before (left) and after
(right) being CRT, for the QPSK-NL/@ experiment, at an OSNR = 20 dB.
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Figure 4.10.: 2D experimental pdfs of the received constellations, before (left) and after
(right) being CRT, for the QPSK-NL/QPSK-NL experiment, at an OSNR
= 20 dB.
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Figure 4.11.: 2D experimental pdfs of the received constellations, before (left) and after
(right) being CRT, for the QPSK-L/OOK-NL experiment, at an OSNR =
20 dB.
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Figure 4.12.: 2D experimental pdfs of the received constellations, before (left) and after
(right) being CRT, for the B2B experiment, at an OSNR = 14 dB.
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• the QPSK-L/OOK-NL experiment exhibits the least round ones (see figure 4.11)
and

• the three QPSK-only experiments are halfway (see figures 4.8, 4.9 and 4.10).

Moreover, the 2D experimental pdfs of the received constellations before being CRT lie
on the unit circle, which means that the received constellation is not scaled, confirming
the ideality assumption of the AGCs in the DSP.

4.3.1.2. Whiteness

Figure 4.13 shows the normalised experimental autocorrelation functions of the real (top)
and imaginary (middle) parts of the CRT received constellations Y ′

i , i = 1, . . . , L as well
as their normalised experimental cross-correlation function (bottom). The normalisation
is by the norm in the first two cases and by the squared root of the product of the norms
in the last case, so only the autocorrelations will be 1 in the origin [52]. I decided to
show the normalised correlations in order to have a meaningful comparison among them.
In fact, I am interested into their shapes (rather than their absolute values), whether
they are impulsive or not and, if not, after how many symbols they can be considered
negligible (the 10% thresholds are indicated with two gray dashed lines in figure 4.13).

The experimental “real” (again for brevity) autocorrelation functions are almost per-
fectly impulsive, confirming the whiteness assumption for the additive noise (strictly
speaking only of its real part).

Some of the experimental “imaginary” (for brevity) autocorrelation functions, instead,
are less impulsive, although they all reach their respective half-width at half-maximum
(HWHM) already after 1 symbol. In particular,

• the B2B experiment exhibits again a perfectly impulsive experimental imaginary
autocorrelation function,

• the three QPSK-only experiments exhibit relatively impulsive ones (they fall below
10% of their maximum value in the origin after 3–5 symbols), whereas

• the QPSK-L/OOK-NL experiment exhibits the least impulsive one (it falls below
10% of its maximum value in the origin after 10 symbols).

Non-linearities and, in particular, heterogeneous inter-channel non-linearities are not
white before DSP, see section 2.3.1 and references therein. Since the imaginary part of
the additive noise can be confidently assumed to be white, figure 4.13 suggests that they
manifest also as “non exactly white” phase noise even after non-ideal DSP: the latter
did not manage to remove all memory or, equivalently, left some residual correlation.
However, as far as the estimation of the SNR and the SPNR is concerned, the effect of
this residual correlation proved to be negligible. I tried to insert an interleaver before
the transmitted symbols Xi, i = 1, . . . , L and the corresponding deinterleaver after the
received symbols Yi, i = 1, . . . , L (see again section 2.2.1 and [26]): the experimental
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Figure 4.13.: Experimental autocorrelation functions of the real (top) and imaginary
(middle) parts of the CRT received constellations as well as their experi-
mental cross-correlation function (bottom), at an OSNR = 20 dB (14 dB
for the B2B experiment); Ts ≈ 35.7 ps is the symbol period, k ∈ Z.
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imaginary autocorrelation function became perfectly impulsive, as expected, but the
two estimators of the SNR and of the SPNR returned the same values.

The experimental “real/imaginary” (again for brevity) cross-correlation functions are
almost zero everywhere, confirming the uncorrelation assumption for the additive noise
and the phase noise (which, being Gaussian, are therefore also independent).

Finally, the fact that the experimental “real” autocorrelation functions are impulsive,
the experimental “imaginary” autocorrelation functions are almost impulsive and the
experimental “real/imaginary” cross-correlation functions are zero everywhere confirms
the independency assumption for the CRT received constellations Y ′

i , i = 1, . . . , L. In
fact, their experimental autocorrelation functions can be written as

rY ′(kTs) = r<(Y ′)(kTs) + r=(Y ′)(kTs) + j(r<(Y ′),=(Y ′)(−kTs)− r<(Y ′),=(Y ′)(kTs)), (4.3)

and are therefore almost impulsive, since the first term is impulsive, the second term is
almost impulsive and the third term is zero.

Figure 4.14 shows the normalised experimental cross-correlation functions of the real
and imaginary parts of the CRT received constellations Y ′

i , i = 1, . . . , L and the real and
imaginary parts of the transmitted constellation Xi, i = 1, . . . , L.

The experimental “real/real” and “real/imaginary” (for brevity) cross-correlation func-
tions are almost zero everywhere, confirming that the additive noise and the transmitted
symbols are uncorrelated. Similarly, the experimental “imaginary/real” and “imagi-
nary/imaginary” (for brevity) cross-correlation functions are also almost zero every-
where, confirming that also the phase noise and the transmitted symbols are uncorre-
lated.

4.3.2. Estimation of the SNR and SPNR ranges
Figure 4.15 shows the estimated SNR on the y-axis and the estimated SPNR on the
x-axis, both obtained applying the estimators presented in section 3.2.1 to the five
experiments reported in table 4.1. The OSNR is indirectly given by the intensity of
the colours: the higher the OSNR, the darker the colour.

4.3.2.1. Estimated SNR range

Considering both polarisations, the estimated SNR lies

• in the range 8.2–10.5 dB in the QPSK-L/QPSK-NL experiment,

• in the range 7.9–10.5 dB in the QPSK-NL/@ experiment,

• in the range 7.6–11.1 dB in the QPSK-NL/QPSK-NL experiment,

• in the range 9.4–12.6 dB in the QPSK-L/OOK-NL experiment and

• in the range 7.6–15.2 dB in the B2B experiment.
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Figure 4.14.: Experimental cross-correlation functions of the real and imaginary parts
of the CRT received constellations and the real and imaginary parts of
the transmitted constellation, at an OSNR = 20 dB (14 dB for the B2B
experiment); Ts ≈ 35.7 ps is the symbol period, k ∈ Z. The legends are
omitted for space reasons, please refer to figure 4.13.
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In particular, the estimated SNR increases with the OSNR, but at different rates: faster
for the B2B experiments, slower for the four experiments with the transmission link (the
estimated SNRs span ranges with different lengths). The reason of this behaviour will
be explained in section 4.3.2.3. This is the first part of the results I anticipated in section
3.4.1.

4.3.2.2. Estimation of the setup SNR

As said in section 2.2.1, there are many sources of AWGN, which here I can divide into
1. coming from the setup (i.e., the transmitter, the receiver as well as the DSP),

2. coming from the optical amplifiers (i.e., the ASE) and

3. coming from the optical fibre (i.e., the non-linear effects).
In the B2B experiment the third source is not present and the second can be made negli-
gible (recall that the OSNR was set in the receiver, see section 4.2.3), so this experiment
offers a good opportunity to estimate the variance of the first source of AWGN, which
I call the “setup AWGN”.

To this end I hence took a couple of shots at an OSNR = 36.9 dB, the highest I could
reach: the corresponding estimated SNRs on the two polarisations were 19.8, 19.6, 19.7
and 19.7 dB.

Modelling the estimated SNR in the B2B experiment as (in a similar way as in [22–24])

ˆSNR =
Es

N̂0

=
Es

N0,ASE +N0,setup
, (4.4)

where N0,ASE is the “ASE AWGN” variance and N0,setup is the setup AWGN variance, I
can solve for N0,setup obtaining

N0,setup =
Es

ˆSNR
−N0,ASE =

Es

ˆSNR
− Es

OSNR · 28

12.5
. (4.5)

With Es = 1, OSNR = 1036.9/10 and the four values of estimated SNR reported above
and converted to the linear domain, (4.5) leads to values corresponding to “setup SNRs”
= 10 log10 (Es/N0,setup) = 20.0, 19.8, 19.8 and 19.9 dB, the average being 19.9 dB. It is
reasonable that these values are only slightly better than the estimated SNRs: at an
OSNR = 36.9 dB the ASE AWGN variance is very small and it can only degrade the
setup SNR by a couple of tenths of dB.

4.3.2.3. Estimation of the non-linearities SNR

The reasoning done in section 4.3.2.2 can be extended modelling the estimated SNR as

ˆSNR =
Es

N̂0

=
Es

N0,ASE +N0,setup +N0,NL
, (4.6)

where N0,NL is the new term representing the “non-linearities AWGN” variance. As-
suming that
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• the setup AWGN variance N0,setup estimated in section 4.3.2.2 remains more or
less constant (which is reasonable for the transmitter and the receiver but not nec-
essarily for the DSP, because the latter is now impaired also by the non-linearities
AWGN and might perform worse) and that

• the non-linearities AWGN variance N0,NL remains constant, since it depends on
the launch power which was fixed,

when the OSNR increases only the ASE AWGN variance N0,ASE decreases. As a result,
the estimated SNR does not increase indefinitely, rather it saturates to Es/(N0,setup +
N0,NL) = const.

It is hard to tell exactly how much each source contributes to the AWGN. However,
a rough attempt can still be done: with an “ASE SNR” ≈ 16.5 dB (equivalently, an
OSNR = SNR + 10 log10 (28/12.5) = 20.0 dB) and a setup SNR ≈ 20.0 dB, it takes

• a “non-linearities SNR” ≈ 13.3 dB to have an estimated SNR ≈ 11.0 dB (in the
three QPSK-only experiments) and

• a non-linearities SNR ≈ 17.5 dB to have an estimated SNR ≈ 13.0 dB (in the
QPSK-L/OOK-NL experiment).

While, as said, these numbers should not be taken as exact, they do show a trend:
heterogeneous inter-channel non-linearities contribute less to the AWGN than intra-
and homogeneous inter-channel non-linearities, for the same OSNR (i.e., for the same
ASE, with a constant setup SNRs).

4.3.2.4. Estimated SPNR range

Considering both polarisations, the estimated SPNR lies

• in the range 20.2–21.3 dB in the QPSK-L/QPSK-NL experiment,

• in the range 20.7–22.1 dB in the QPSK-NL/@ experiment,

• in the range 20.1–22.0 dB in the QPSK-NL/QPSK-NL experiment,

• in the range 17.7–18.0 dB in the QPSK-L/OOK-NL experiment and

• in the range 23.7–34.5 dB in the B2B experiment.

Even the estimated SPNR increases with the OSNR at different rates for the B2B exper-
iment and the four experiments with the transmission link. The reason of this behaviour
will be explained in section 4.3.2.6. This is the second part of the results I anticipated
in section 3.4.1.
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4.3.2.5. Estimation of the setup SPNR

As said in section 2.3.1, there are many sources of PWGN, which here I can divide into

1. coming from the setup (i.e., the transmitter, the receiver as well as the DSP),

2. coming from the optical fibre (i.e., the non-linear effects).

In the B2B experiment the second source is not present, so this experiment offers again
a good opportunity to estimate the variance of the first source of PWGN, which I call
the “setup PWGN”.

This time I do not need to make use of the shots at an OSNR = 36.9 dB, because I do
not need to make the contribution of the optical amplifiers negligible; moreover, figure
4.15 shows that, in the B2B experiment, the “setup SPNR” is not constant but rather
it increases with the OSNR. I hence decided to consider instead an exemplary estimated
SNR = 12 dB, halfway between the values considered in section 4.3.2.3 when estimating
the non-linearities SNR and as such of more practical interest. In the B2B experiment,
this value corresponds to a setup SPNR ≈ 30 dB.

Since the LASERs in the transmitter and in the receiver produce a constant PWGN,
the dependence of the estimated SPNR on the OSNR can only be due to the DSP: the
lower the estimated SNR, the more troubles the DSP has converging and thus the less
phase noise it compensates for (and possibly also the more phase noise it introduces).

4.3.2.5.1. LASER SPNR The shots from the B2B experiment at an OSNR = 36.9
dB, however, can still prove useful. The corresponding estimated SPNRs on the two
polarisations were 37.0, 38.9, 35.7 and 35.9 dB, the average being 36.9 dB.

LASER phase noise (before DSP) is usually modelled as a random walk, a stochas-
tic process with stationary independent increments. These phase noise increments are
modelled with a real, Gaussian random variable, with zero mean and variance Θ0,LASER
which depends on LASER linewidth ∆f [53–55]:

Θ0,LASER = 2π∆fT. (4.7)

In my laboratory experiments I used 2 LASERs at the transmitter and the receiver with
a linewidth ∆f = 100 kHz, while the symbol period was Ts = 1/(28·109) ≈ 35.7 ps. Since
the two LASERs were independent, the variances of their phase noise add up leading to
a “LASER SPNR” ≈ 43.5 dB, in the same order of magnitude of the estimated SPNRs
in the B2B experiment at an OSNR = 36.9 dB.

4.3.2.6. Estimation of the non-linearities SPNR

Similar to section 4.3.2.3, I can model the estimated SPNR as

ˆSPNR =
Es

Θ̂0

=
Es

Θ0,setup +Θ0,NL
, (4.8)

where Θ0,setup is the setup PWGN variance and Θ0,NL is the “non-linearities PWGN”
variance. Assuming that
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...SNR [dB] ...SPNR [dB] Comments
ASE... 16.5 n.r. at OSNR = 20 dB
setup... 19.9* 30.0
non-linearities... 13.3* 21.6* in the three QPSK-only exp.

17.5* 18.3* in the QPSK-L/OOK-NL exp.

Table 4.4.: (ASE,) setup and non-linearities SNRs and SPNRs according to (4.6) and
(4.8). The values marked with an asterisk are considered constant.

• the non-linearities PWGN variance Θ0,NL remains constant, since it depends on
the launch power which was fixed,

when the OSNR increases only the setup PWGN variance Θ0,setup decreases. As a result,
the estimated SPNR does not grow indefinitely, rather it saturates to the “non-linearities
SPNR” = Es/Θ0,NL = const.

With a setup SPNR ≈ 30.0 dB, it takes

• a non-linearities SPNR ≈ 21.6 dB to have an estimated SPNR ≈ 21.0 dB (in the
three QPSK-only experiments) and

• a non-linearities SPNR ≈ 18.3 dB to have an estimated SPNR ≈ 18.0 dB (in the
QPSK-L/OOK-NL experiment).

As in section 4.3.2.3, these numbers do not pretend to be exact but at least show a
trend: heterogeneous inter-channel non-linearities contribute more to the PWGN than
intra- and homogeneous inter-channel non-linearities, for the same estimated SNR (with
a constant setup SPNR), even with a lower launch power.

Table 4.4 summarizes these results and those found in sections 4.3.2.2, 4.3.2.3 and
4.3.2.5.

4.3.2.7. Lower limits of operating ranges

The results from sections 4.3.2.1 and 4.3.2.4 can be reformulated in terms of “lower
limits of operating ranges”: based on the laboratory experiments, I expect these limits
to be around

• SNR = 11.0 dB ± 2.0 dB and SPNR = 18 dB, for old 10G/100G WDM systems,
in which the central channel can be impaired by heterogeneous inter-channel non-
linearities (the QPSK-L/OOK-NL experiment), and

• SNR = 9.5 dB ± 2.5 dB and SPNR = 21 dB ± 1 dB, for modern 100G WDM
systems, in which the central channel can be impaired by homogeneous inter-
channel non-linearities and/or (homogeneous) intra-channel non-linearities (the
three QPSK-only experiments).
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Laboratory experiment Representing Estim. SNR [dB] Estim. SPNR [dB]
QPSK-only modern 100G 9.5 ± 2.5 21 ± 1

WDM systems
QPSK-L/OOK-NL old 10G/100G 11.0 ± 2.0 18

WDM systems

Table 4.5.: Estimated SNR and the estimated SPNR as lower limits of operating ranges
(see also figure 4.15).

Table 4.5 summarizes these limits.
Note that the adjective “lower” is due to the fact that in the laboratory experiments

I purposedly operated the systems in highly non-linear regime, to find these limits;
practical system will never be operated in such extreme conditions.

4.4. Summary
In this chapter I introduced five laboratory experiments, four with a transmission link
between transmitter and receiver and one in B2B. At the transmitter,

• the central channel, a 100G long-haul coherent optical communications system,
was always PDM QPSK modulated with a baud rate = 28 GBaud;

• the eight neighbouring channels were either as the central one or 10G long-haul
incoherent optical communications systems, in which case they were OOK modu-
lated with a baud rate = 10.7 GBaud.

The central and/or the neighbouring channels were operated either in linear or in
highly non-linear regime, in the latter case stimulating (homogeneous) intra-channel
non-linearities and/or homogeneous and/or heterogeneous inter-channel non-linearities.
The transmission link was represented by 380 km of SMF without DCF, with an EDFA
after every 95 km span to compensate for the span losses. At the receiver, the OSNR
was set and the central channel was filtered out, combined with a LO, detected and
sampled. Finally, a blind DSP was used.

Analysing the pdfs as well as the auto- and the cross-correlation functions of the real
and imaginary parts of the CRT received constellations I showed that

1. the additive and phase noises are, in fact, Gaussian, (almost always) white, un-
correlated with each other (and hence independent) and uncorrelated with the
transmitted symbols,

confirming the statistical assumptions made in chapter 2.
Applying the estimators of chapter 3 to the CRT received constellations, I showed

that

2. three addends contribute to the AWGN:
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• the ASE AWGN (whose variance depends on the OSNR),
• the setup AWGN (whose variance is assumed constant) and
• the non-linearities AWGN (whose variance is assumed constant).

At an OSNR = 20 dB, the latter were responsible for the largest contribution;

3. two addends contribute to the PWGN:
• the setup PWGN (whose variance depends on the OSNR) and
• the non-linearities PWGN (whose variance is assumed constant).

At an estimated SNR = 12 dB, the latter were responsible for the largest contri-
bution;

4. heterogeneous inter-channel non-linearities contribute less to the AWGN than
intra- and homogeneous inter-channel non-linearities, for the same OSNR;

5. heterogeneous inter-channel non-linearities contribute more to the PWGN than
intra- and homogeneous inter-channel non-linearities, for the same estimated SNR,
even with a smaller launch power. Most importantly,

6. even when the system is operated under unrealistic non-linear conditions the esti-
mated SPNR is between 18 and 22 dB.

This latter information in particular will be useful in chapter 5 to choose the alternative
constellation and to decide whether the phase noise can be neglected and, if so, to develop
solutions based on the much simpler NDE AWGN model and DE AWGN model.
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5. Theoretical Limits
In this chapter I present the mutual information (MI) between the input and the output
of two of the models presented in chapter 2, namely

• the non differentially encoded (NDE) additive white Gaussian noise (AWGN)/
wrapped phase white Gaussian noise (wPWGN) model and

• the differentially encoded (DE) AWGN/ wPWGN model.

Working with the MI has the nice benefit of removing one variable from the equation,
namely the forward error correction (FEC) solution, since the MI assumes an ideal code
(hence the adjectives theoretical and, later on, potential). Note that the assumption that
the noises and hence the received symbols are continuous corresponds to having an ideal
soft-decision (SD) code.

As such, the MI depends on the constellation (or the transition constellation) as well as
on the signal-to-(additive-)noise ratio (SNR) and the signal-to-phase-noise ratio (SPNR).
I hence calculated (or, better said, estimated) the MI for various SNR, SPNR and, most
importantly, nine different constellations for each model.

The purpose is twofold:

1. to understand if and where (i.e., for which values of SNR and SPNR) the phase
noise can be neglected. If it can, it means that I can use the simpler NDE AWGN
model and DE AWGN model for my proposed solutions, which greatly simplifies
the implementation of the SD demapper;

2. to be able to compare the theoretical performance of these constellations and hence
to choose two for the proposed solutions, in general over various SNR and SPNR
and in particular in the ranges anticipated in section 3.4.1 and individuated in
chapter 4 applying the estimators presented in chapter 3 to the received symbols
resulting from laboratory experiments representing 100G long-haul NDE and DE
coherent optical communications systems.

I will start with the MI over the NDE AWGN/ wPWGN model, introducing its Monte
Carlo (MC) estimation the MI (since it could not be obtained analytically), the constel-
lations considered and, finally, the results. One of the constellations is the quadrature
phase-shift keying (QPSK), representing the traditional solution; I will hence present
the results first in abolute terms of the nine constellations and then in relative terms as
potential gain over the QPSK of the other eight alternative constellations.

I will then repeat the same steps for the MI over the DE AWGN/ wPWGN model,
highlighting similarities and differences between the two.

75
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Part of the material presented in this chapter has been published on the IEEE Pho-
tonics Technology Letters (PTL) [12, 13], at the Optical Fiber Conference (OFC) [14],
at the European Conference on Optical Communications (ECOC) [15], at the Signal
Processing in Photonic Communications (SPPCom) conference [16] as well as at the
International Conference on Transparent Optical Networks (ICTON) [17].

5.1. Theoretical limits of 100G long-haul NDE coherent
optical communications systems

5.1.1. NDE AWGN/wPWGN model: MC estimation of the MI
The MI between the transmitted symbol X (the input of the channel) and the received
one Y (the output of the channel) can be written as the expectation over the transmitted
symbol X and the received symbol Y of the following function [56],

log2(
pY |X (Y |X )

pY (Y )
), (5.1)

where at the numerator is the conditional probability density function (pdf) of the
received symbol Y conditioned on the transmitted symbol X pY |X (y|x) and at the
denominator is the pdf of the received symbol Y pY (y). Note that both pdfs are in this
case just functions applied to the transmitted and the received symbols X and Y . This
is where the choice of the model comes into play: in this section, since I am using the
NDE AWGN/ wPWGN model, I will use (2.13) for the conditional pdf pY |X (y|x) and
calculate the pdf pY (y) as indicated at the end of section 2.3.2.

For each constellation, SNR and SPNR

• I generated NMC = 20000 realisations of

– the transmitted symbols X according to (2.2) for the discrete constellations
and according to (2.5) for the Gaussian one;

– the AWGN N according to (2.6), using the variance N0 corresponding to the
chosen SNR;

– the wPWGN Θ according to (2.10), using the variance Θ0 corresponding to
the chosen SPNR.

In section 5.1.4.1 I will show that NMC = 20000 was a good trade-off between the
precision of the MC estimation and the execution time, which increases more or
less linearly with the size of the constellation, since the numerical integration in
(2.13) must be done |X | times;

• I obtained the corresponding realisations of the received symbols Y according to
(2.8);



5.1. Theoretical limits of 100G long-haul NDE coherent optical communications
systems 77

• I calculated the pdfs in (5.1).
When implementing (2.10) I noticed that, for the values of SPNR considered in
this work (see section 5.1.2), it was sufficient to consider only the Gaussian bell
centered around 0 and its two neighbouring replicas centered around ±π (i.e.,
−1 ≤ k ≤ +1 – see also section 3.1.2).
The integral in (2.13) cannot be solved analytically, so I resorted to numerical
integration [57].
In order to calculate the pdf pY (y) of the Gaussian constellation, I had to numer-
ically integrate also over x [58, 59];

• I obtained the corresponding realisations of the MI I according to (5.1); finally,

• I took an average over the latters, thus estimating the MI via MC:

Î =
1

NMC

NMC∑
i=1

log2(
pY |X (yi|xi )

pY (yi)
). (5.2)

5.1.2. NDE AWGN/wPWGN model: constellations as well as SNR
and SPNR ranges considered

Figure 5.1 shows the nine constellations I decided to consider for 100G long-haul NDE
coherent optical communications systems.

The 4-star is sometimes called 2 amplitude- 2 phase-shift keying (2A2P); however I
find this name misleading, since the constellation is not given by the Cartesian product of
two amplitudes and two phases as is, for instance, the 2 amplitude- 4 phase-shift keying
(2A4P), for which I adopt the conventional name. Similarly, the 8-star is sometimes
called 8 quadrature amplitude modulation (QAM); this name refers in the literature to
constellations of various shape, so I will avoid it.

The choice of these constellations is motivated as follows:

• naturally, I started with the QPSK because it represents the classical approach;

• I decided to include two more constellations with four points, the 4-star and the 4
pulse amplitude modulation (PAM), to show the dependency of the MI not only on
the size but also on the shape of the constellation, since all constellations with four
points allocate space for the same amount of redundancy as the QPSK. Intuitively,
a constellation with more rings and less points per ring will perform better at high
SNR and low SPNR;

• I decided to focus mainly on 8-ary constellations and investigate in particular four
constellations with eight points, the 8 phase-shift keying (PSK), the 8-star, the
8PAM and the 2A4P, since I expect the potential gain over the QPSK to increase
less than linearly with the constellation size. However, just choosing to move to any
constellation with eight points is not enough, for even in this case constellations of
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Figure 5.1.: The nine constellations considered for 100G long-haul NDE coherent optical
communications systems.
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Name R2/R1 R3/R2 R4/R3 R1

4-star
√
3 n.a. n.a. ≈ 0.707

4PAM 3/1 n.a. n.a. ≈ 0.447
8-star (1 +

√
3)/

√
2 n.a. n.a. ≈ 0.650

8PAM 3/1 5/3 7/5 ≈ 0.218
2A4P 1 +

√
2 n.a. n.a. ≈ 0.541

16QAM
√
5 3/

√
5 n.a. ≈ 0.447

Table 5.1.: Radii ratios of the constellations with more than one ring considered for
100G long-haul NDE coherent optical communications systems and reported
in figure 5.1.

various shapes are expected to perform differently in an AWGN or in a wPWGN
dominated system;

• I decided to consider the 16QAM because it is the most representative constellation
with 16 points for NDE systems; finally,

• I decided to add also the Gaussian constellation because it is known to achieve the
maximum MI over the NDE AWGN model and, although the same has not been
rigorously proven yet for the NDE AWGN/ wPWGN model, its circular symmetry,
together with its uniform phase distribution, suggests that this might still be the
case. In fact, for constant-intensity, constant-envelope, or ring modulation, the
capacity-achieving phase distribution is known to be uniform in [−π,+π) [26].

The radii of the constellations with more than one ring are the classical one chosen for
the NDE AWGN model, i.e., those that guarantee that the three closest neighbouring
points are equidistant, thus maximizing the MI.

Table 5.1 summarizes these radii ratios.
Ideally, I wanted the wPWGN variance Θ0 to go from 0 to π2/36: in the first case

there would be no wPWGN, whereas in the second only a very “unlucky” QPSK point
would land on one of its neighbours, since

−1.57 ≈ −π

2
= −3

√
Θ0 ≤ Θ ≤ +3

√
Θ0 = +

π

2
≈ +1.57 (5.3)

99.73% of the times.
However, dividing by zero is never a good idea when performing numerical integration

(recall that the variance is in the denominators in the Gaussian pdf). I therefore took
16 values between 0.01 and 1.51 with a 0.1 step, I divided them by three and I elevated
them to the power of two, obtaining 16 values between ≈ 1.1 ·10−5 and ≈ 0.25, this time
with a non-linear step because of the squaring operation. These values corresponds to
16 values of SPNR between ≈ 5.96 dB and ≈ 49.54 dB, also with a non-linear step.

Table 5.2 reports the limits of the intervals in which the random variable Θ would be
99.73% of the times as well as the corresponding variances Θ0 and SPNRs in dB.
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3
√
Θ0 Θ0 SPNR [dB] 3

√
Θ0 Θ0 SPNR [dB]

0.01 ≈ 0.003π 0.00001 49.54* 0.81 ≈ 0.258π 0.07290 11.37
0.11 ≈ 0.035π 0.00134 28.71 0.91 ≈ 0.290π 0.09201 10.36*
0.21 ≈ 0.067π 0.00490 23.10 1.01 ≈ 0.321π 0.11334 9.46
0.31 ≈ 0.099π 0.01068 19.72* 1.11 ≈ 0.353π 0.13690 8.64
0.41 ≈ 0.131π 0.01868 17.29 1.21 ≈ 0.385π 0.16268 7.89*
0.51 ≈ 0.162π 0.02890 15.39 1.31 ≈ 0.417π 0.19068 7.20
0.61 ≈ 0.194π 0.04134 13.84* 1.41 ≈ 0.449π 0.22090 6.56
0.71 ≈ 0.226π 0.05601 12.52 1.51 ≈ 0.481π 0.25334 5.96*

Table 5.2.: Values of SPNR considered for the MI and corresponding limits of the 99.73%
interval. The values marked with an asterisk are those reported in the figures
5.2, 5.3, 5.4, 5.7, 5.8 as well as 5.11, 5.12 and 5.14.

The choice of the SNR range was more pragmatic: for each constellation I started with
some random values and then iteratively refined the range with a 0.5 dB step, expanding
or contracting it in both directions until either the MI was between ≈ 0.5 and ≈ m bits
per channel use (bpcu), where m is the number of transmitted encoded bits carried by
a transmitted symbol X, see (2.3), or the curves flattened out (in some cases the SPNR
would prevent the MI from reaching ≈ m bpcu, even for very high SNR). A notable
exception was the Gaussian constellation: given its importance, I looked for SNR values
that lead to MI values between ≈ 0 bpcu and ≈ 2.5 bpcu.

5.1.3. NDE AWGN/wPWGN model: values of interest
The MI depends on three variables: the constellation, the SNR and the SPNR. Similar to
section 3.4.1, I hence decided that in section 5.1.4 I will show the results in four figures,
fixing either thrice the constellation or once the SNR and parametrizing the curves with
either the SPNR or the constellations.

Swapping the roles of MI and SNR, the potential gain over the QPSK depends on
three variables: the constellation, the targeted MI and the SPNR. Correspondingly, in
section 5.1.5 I will show the results in three figures, fixing twice the constellation and
parametrizing the curves with the SPNR and fixing once the MI and parametrizing the
curves with the constellations.

Contrarily to section 3.4.1, in both cases the figures for a fixed SPNR would have
had the constellations on the x-axis, which cannot be ordered as for instance can real
numbers; I hence decided to skip this combination. When a variable is fixed in one
figure, I will highlight it in the others in which it is not (with a thicker curve when it
parametrises a curve or with a vertical or horizontal black dashed line when it is on one
of the axes). In addition, I will also highlight the SPNR, although as said I will not fix
it.

The decision on which value to fix each variable is motivated as follows:

1. I chose to fix the constellation to three “values”:
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Fixed variable Value
Constellation QPSK, 8-star, Gaussian
SNR 6.00 dB
MI 1.87 bpcu
SPNR 18.00 dB, 21.00 dB, 30.00 dB and 19.72 dB

Table 5.3.: Variables fixed or highlighted in figures 5.2, 5.3, 5.4, 5.5 and 5.6 as well as in
figures 5.7, 5.8 and 5.9.

• the QPSK because it corresponds to the traditional approach;
• the 8-star because, as I will soon show, it is the alternative, among the con-

stellations with 8 points, that offers the highest potential gain over the QPSK;
• the Gaussian constellation because it has certain, unique characteristics,

which I will list later on;

2. I chose to fix the SNR to 6 dB, because it is one of the few values, among those
for which I estimated the MI, for which all constellations, for all SPNRs, achieve
a MI in the range 1.2–2.4 bpcu, centered roughly around the value chosen for the
MI (see next number point);

3. I chose to fix the MI to 1.87 bpcu, because it is the value targeted (per polarisation)
by the proposed solutions (I will elaborate on the motivations behind this choice
in chapter 6);

4. I chose to highlight three values of the SPNR when it is on the x-axis, 18 dB, 21
dB and 30 dB, because they are the three lower limits of the operating ranges I
anticipated in section 3.4.1 and individuated in chapter 4.
However, I chose to highlight a fourth value of the SPNR when it parametrises a
curve, 19.72 dB, because it is the value, among those for which I estimated the
MI, closest to these lower limits.

Table 5.3 summarizes which variable I fixed or highlighted to which value in figures 5.2,
5.3, 5.4, 5.5 and 5.6 as well as in figures 5.7, 5.8 and 5.9.

5.1.4. NDE AWGN/wPWGN model: MI
Figures 5.2, 5.3 and 5.4 show the MI of the QPSK, the 8-star and the Gaussian con-
stellation, as a function of the SNR and parametrised by various values of the SPNR.

Figures 5.2 and 5.3 show that the MI of the QPSK and of the 8-star (and the same
holds true also for the other discrete constellations) increases monotonically with the
SNR (moving from left to right) and the SPNR (moving from bottom to top), but is
limited to the finite number of bits per symbol m carried by a transmitted symbol. The
presence of moderate wPWGN can still be compensated by an increased SNR. However,
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Figure 5.2.: MI of the QPSK as a function of the SNR and parametrised by various
values of the SPNR over the NDE AWGN/wPWGN model. Also reported
are the confidence intervals, which can be seen more easily in figure 5.6.
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Figure 5.3.: MI of the 8-star as a function of the SNR and parametrised by various values
of the SPNR over the NDE AWGN/wPWGN model.
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Figure 5.4.: MI of the Gaussian constellation as a function of the SNR and parametrised
by various values of the SPNR over the NDE AWGN/wPWGN model.

too much wPWGN can prevent the constellations from reaching values close to the limit
I = m bpcu, even for very high SNRs.

Things change in figure 5.4. The Gaussian constellation has infinite cardinality and
hence an infinite number of bits per symbol m carried by a transmitted symbol. As such
its MI

• increases indefinitely for SNR → +∞ but

• is still limited to the capacity of the NDE AWGN model [56],

CAWGN = log2(1 + SNR), (5.4)

for SPNR → +∞.

Also, the presence of wPWGN can always be compensated by an increased SNR, at least
over the ranges of SNR and SPNR considered here.

Figure 5.5 shows the MI of all constellations, as a function of the SPNR and for a
fixed value of the SNR = 6 dB.

Comparing the constellations confirms that what I said for a couple of constellations
is actually valid for all of them: the MI increases with the SPNR.

However, this benefit is less pronounced for the PAMs: the 4PAM and the 8PAM are
in fact practically insensitive to wPWGN, thanks to the fact that they have only two
points per ring. Indeed, they outperform the QPSK for SPNR ≤ 7.5 dB. Also interesting
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Figure 5.5.: MI of all constellations, as a function of the SPNR and for a SNR = 6 dB
over the NDE AWGN/wPWGN model.

to notice is that they achieve almost the same MI, although the 8PAM allows space for
one additional encoded bit.

The MI curve of the 16QAM crosses the one of the 2A4P around SPNR = 10.4 dB
and overlaps with the one of the 8-star for SPNR ≤ 9.5 dB: although it allows space for
one additional encoded bit, the 16QAM achieves worse to equal theoretical performance
for low SPNRs. This apparently counter-intuitive result can be explained by looking at
the 16QAM as a constellation with three rings: one of them has eight points and hence
suffers particularly from wPWGN.

A similar reasoning explains why the 8PSK, which achieves the same MI as the 2A4P
for SPNR ≥ 28.7 dB, has worse performance below this value, up to the point where
it has the same performance as the QPSK for SPNR ≤ 6.9 dB while allowing space for
one additional encoded bit.

The 4-star has slightly worse performance than the QPSK for SPNR ≥ 12.5 dB but
achieves a higher MI below this value. Again, this is due to the number of points per
ring that these two constellations exhibit.

The Gaussian constellation achieves the highest MI at least over the whole range of
SPNR and among the constellations considered here, thus partly confirming the assump-
tion made in section 5.1.2.

Among the discrete constellations (i.e., those of interest for practical systems) there
is no “clear winner”, that is, no single constellation achieves the highest MI over the
whole range of SPNR. As said, the MI curve of the 16QAM crosses the one of the 2A4P
around SPNR = 10.4 dB:
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Î

[b
pc

u]
NDE; QPSK

SPNR = 49.54 dB
SPNR = 19.72 dB
SPNR = 13.84 dB
SPNR = 10.36 dB
SPNR = 7.89 dB
SPNR = 5.96 dB
See table 5.3

Figure 5.6.: Lengths of the confidence intervals of the estimated MI shown in figure 5.2.

• above this value the 16QAM achieves the highest MI, whereas

• below this value the 2A4P achieves the highest MI.

5.1.4.1. Confidence interval of the MC estimation

The MC estimator (5.2), being a sample mean, tends to a Gaussian distribution for the
central limit theorem with variance given by

σ2
Î
=

σ2
I

NMC
, (5.5)

where σ2
I is the variance of the realisations of the MI I. Hence, the standard deviation

of the MC estimator σÎ decays with
√
NMC.

Figure 5.2 reports also the confidence intervals of each point, extending from −3σÎ to
+3σÎ and containing 99.73% of the realisations. However, since they are hard to see,
Figure 5.6 shows directly the length of the confidence intervals 6 σÎ of the MI of the
QPSK, as a function of the SNR and parametrised by various values of the SPNR. As
it can be seen, they are two orders of magnitude smaller than the values they refer to
over the whole range of SNR and SPNR, indicating that the choice NMC = 20000 led to
a reliable MC estimation of the MI.
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5.1.4.2. NDE AWGN/wPWGN model: wPWGN-rich and wPWGN-poor regions
– can wPWGN be neglected?

With the exception of the PAMs, the MI “saturates” (i.e., achieves ≈ 90% of their
respective maxima) for 9.46 dB ≤ SPNR ≤ 13.84 dB (indicated with a vertical gray
dashed line in figure 5.5). In other words, I can identify

• a “wPWGN-rich” region to the left of this interval, for SPNR ≤ 9 dB and

• a “wPWGN-poor” region to the right of this interval, for SPNR ≥ 14 dB.

Note that these regions have been identified for a SNR = 6 dB. Although not rigorously
proven (as said in section 5.1.3, this was one of the few values for which this compar-
ison was possible), it is reasonable to expect the boundaries of the wPWGN-rich and
wPWGN-poor regions to shift toward even lower SPNRs for higher SNRs.

In the wPWGN-rich region the effect of wPWGN on the MI must be taken into
account; in the wPWGN-poor region, on the other hand, this effect can be neglected.

Recall now the lower limits of the operating ranges anticipated in section 3.4.1 and
individuated in chapter 4 (see table 4.5):

• SPNR = 18 dB for old 10G/100G wavelength division multiplexing (WDM) sys-
tems and

• SPNR = 21 dB for modern 100G ones.

Both are well inside the wPWGN-poor region. As a consequence, I can use the NDE
AWGN model of section 2.2 for the proposed solutions

• without any noticeable loss of precision and, instead,

• with a great simplification of the implementation of the SD demapper, since for
this model I have a closed form of the conditional pdfs of the received symbol Y
conditioned on the transmitted symbol X, as I showed in section 2.2.2.

5.1.5. NDE AWGN/wPWGN model: potential gain over the QPSK
I define the “potential gain over the QPSK” of a certain constellation as the difference
between the SNR needed by the QPSK to achieve a certain MI and the SNR needed
by the chosen constellation to achieve the same MI, for the same SPNR. If this quan-
tity is larger than zero, it means that the QPSK needs a higher SNR than the chosen
constellation to achieve the same MI, which in turn means that the chosen constellation
represents a better alternative. Note that, equivalently, I could have defined the poten-
tial gain over the QPSK in terms of Eb/N0, since the targeted MI is always the same,
see (3.33).

Figures 5.7 and 5.8 show the potential gain over the QPSK of the 8-star and the
Gaussian constellation, as a function of the targeted MI and parametrised by various
values of the SPNR.
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Figure 5.7.: Potential gain over the QPSK of the 8-star as a function of the targeted MI
and parametrised by various values of the SPNR over the NDE AWGN/wP-
WGN model.
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Figure 5.8.: Potential gain over the QPSK of the Gaussian constellation as a function of
the targeted MI and parametrised by various values of the SPNR over the
NDE AWGN/wPWGN model.
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Figure 5.7 shows that the potential gain over the QPSK increases with the targeted
MI. This is reasonable: recall that I represents the maximum amount of information
bits that can be sent, reliably, with a constellation carrying m encoded bits and, hence,
with a code with code rate R = I/m [56]. This means that

• when I → 0 bpcu, R → 0: both constellations, one with four points (the QPSK)
and one with eight points (the 8-star), are strongly (ideally) coded (when R =
0 the transmitted bits are only encoded bits, no information bits are sent!), and
indeed in this region the potential gain over the QPSK of the latter is almost zero;

• when I → 2 bpcu, however,
– R → 2/2 = 1 for a constellation with four points (the QPSK), whereas
– R → 2/3 for a constellation with eight points (the 8-star):

the comparison is between an almost uncoded constellation with four points (the
QPSK) and an still relatively strongly (ideally) coded constellation with eight
points (the 8-star), hence in this region the potential gain over the QPSK of the
latter is very high.

The potential gain over the QPSK decreases with the SPNR: the QPSK gains more from
an increase of the SPNR than the 8-star, especially when it is close to the limit of its
MI I = 2 bpcu.

Figure 5.8 leads to very similar comments, the only difference being that the absolute
values assumed by the potential gain over the QPSK are all slightly higher for the
Gaussian constellation, since this constellation achieves the highest MI (or, equivalently,
needs the lowest SNR to achieve the same MI), as noticed already in section 5.1.4.

Figure 5.9 shows the potential gain over the QPSK of all constellations, as a function
of the SPNR and for a fixed value of the targeted MI I = 1.87 bpcu.

For the PAMs the potential gain over the QPSK is negative for SPNR > 10.7 dB
and SPNR > 12 dB. This agrees with what I showed in figure 5.5: the PAMs, even the
8PAM with its additional encoded bit, are convenient only in the wPWGN-rich region.

The 4-star has a negative and almost zero potential gain over the QPSK, at least for
SPNR > 15.8 dB; it becomes convenient only in the wPWGN-rich region, as I showed
already in figure 5.5.

Similarly to figure 5.5, the 16QAM and the 8PSK exhibit a positive potential gain
over the QPSK, which is however only slightly higher than, equal to or even lower than
the one shown by 2A4P and 8-star.

Finally, the Gaussian constellation offers the highest potential gain over the QPSK.
In conclusion, the constellation with eight points with the highest potential gain over

the QPSK is the 8-star, which motivates the choice of this constellation in figures 5.3 and
5.7 and, most importantly, in the proposed solution for 100G long-haul NDE coherent
optical communications systems.

A final note on the wPWGN-poor and wPWGN-rich regions. The potential gain over
the QPSK decreases with the SPNR and flattens out (achieves ≈ 90% of their respective
minima) for 9.46 dB ≤ SPNR ≤ 17.29 dB; to the right of this interval (roughly in the
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Figure 5.9.: Potential gain over the QPSK of the other constellations, as a function of
the SPNR and for a MI I = 1.87 bpcu over the NDE AWGN/wPWGN
model.

wPWGN-poor region, see section 5.1.4.2) the potential gain over the QPSK practically
does not depend on the SPNR and equals the one these constellations exhibit over the
NDE AWGN model. Note that, in principle, this could also be due to the wPWGN
causing the same penalty to all constellations, so that the potential gain over the QPSK
remains constant; however, in figure 5.5 I showed that this is because in the wPWGN-
poor region the effect of the wPWGN on the MI can be neglected (see again section
5.1.4).

5.2. Theoretical limits of 100G long-haul DE coherent
optical communications systems

In this section I will show the results over the DE AWGN/ wPWGN model; since many
concepts are similar I will try to keep the exposition short, highlighting only the parts
that changed with respect to section 5.1.

5.2.1. DE AWGN/wPWGN model: MC estimation of the MI
When the communications system is DE I am interested in the MI between the trans-
mitted transition T (the input of the channel) and the pair of received symbols Y1, Y2

(the outputs of the channel). As already explained in section 2.5, this does not mean
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that the symbol rate must be doubled, since every received symbol serves in two symbol
periods.

In the DE case the MI can be written as the expectation over the transmitted transition
T and the received symbols Y1, Y2 of the following function [56],

log2(
pY1,Y2|T (Y1, Y2|T )

pY1,Y2(Y1, Y2)
), (5.6)

where at the numerator is the joint conditional pdf of the received symbols Y1, Y2 condi-
tioned on the transmitted transition T pY1,Y2|T (y1, y2|t ) and at the denominator is the
joint pdf of the received symbols Y1, Y2 pY1,Y2(y1, y2). Again, this is where the choice of
the model comes into play: in this section, since I am using the DE AWGN/ wPWGN
model, I will use (2.44) for the joint conditional pdf pY1,Y2|T (y1, y2|t ) and calculate the
joint pdf pY1,Y2(y1, y2) as indicated at the end of section 2.6.2.

For each constellation, SNR and SPNR value I hence generated NMC = 20000 reali-
sations of the first (previous) transmitted symbol X1 and of the transmitted transition
T according to (2.29), obtained the corresponding second (current) transmitted symbol
X2 according to the DE function (2.28), generated the noise samples N1, N2, Θ1 and Θ2,
obtained the corresponding received symbols Y1, Y2 according to (2.8), calculated the
pdfs in (5.6), obtained the corresponding realisations of the MI I according to (5.6) and,
finally, took an average over the latters.

With respect to what I said in section 5.1.1,

• I did not have to integrate over x, because this time I did not consider the Gaussian
constellation;

• the execution time increases more or less quadratically with the size of the con-
stellation, since the numerical integration in (2.44) must be done 2 ·|X |2 times.

5.2.2. DE AWGN/wPWGN model: constellations as well as SNR
and SPNR ranges considered

Figure 5.10 shows the nine constellations I decided to consider for 100G long-haul DE
coherent optical communications systems.

With respect to the constellations considered for NDE systems shown in figure 5.1, I
replaced the 16QAM and the Gaussian constellation with two new constellations with
16 points, the 16-star and the 4 amplitude- 4 phase-shift keying (4A4P).

The choice was motivated as follows:

• I decided to remove the 16QAM because only two of the four bits it carries can be
used to DE the phase of the transmitted bits [60];

• I decided to remove the the Gaussian constellation because it does not necessarily
achieve the maximum MI over the DE AWGN/ wPWGN model anymore (as a
matter of facts, it is not even known which constellation achieves the maximum
MI over the DE AWGN model [31–34,61–64]);
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Figure 5.10.: The nine constellations considered for 100G long-haul DE coherent optical
communications systems.
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Name R2/R1 R3/R2 R4/R3 R1

4-star
√
3 n.a. n.a. ≈ 0.707

4PAM 3/1 n.a. n.a. ≈ 0.447
8-star 1.700 n.a. n.a. ≈ 0.717
8PAM 3/1 5/3 7/5 ≈ 0.218
2A4P 1.800 n.a. n.a. ≈ 0.687
16-star 1.250 2.000 1.100 ≈ 0.494
4A4P 1.250 1.200 1.667 ≈ 0.601

Table 5.4.: Radii ratios of the constellations with more than one ring considered for
100G long-haul DE coherent optical communications systems and reported
in figure 5.10.

• I decided to add the 16-star and the 4A4P because I expect them to perform better
than, for instance, the 2 amplitude- 8 phase-shift keying (2A8P) in presence of
wPWGN, since they have “only” 4 points on each ring.

The radii of the most promising constellations with more than one ring (8-star, 2A4P,
16-star and 4A4P) have been numerically optimised for the DE AWGN model, i.e. are
those that maximise the MI. The others constellations (4-star, 4PAM and 8PAM) have
the same radii as in the NDE case.

Table 5.4 summarizes these radii ratios.
I considered the same SPNR range I used for the NDE case and explained in section

5.2.2 (see also table 5.2).
The method behind the choice of the SNR range was also the same, although it led

to broader ranges.

5.2.3. DE AWGN/wPWGN model: values of interest
Clearly, even in the DE case the MI and the potential gain over the QPSK depend on
the same three variables.

In section 5.2.4 and 5.2.5 I will hence show the results as explained in section 5.1.3,
the only difference being that the figures relative to the Gaussian constellation will not
be present, since this constellation has not been considered.

The decision on which value to fix each variable is motivated as follows:

1. I chose to fix the constellation to two “values”:
• the QPSK because it corresponds to the traditional approach;
• the 2A4P because, as I will soon show, it is the alternative, among the con-

stellations with 8 points, that offers the highest potential gain over the QPSK;

2. I chose to fix the SNR to 9 dB, because it is one of the few values, among those
for which I estimated the MI, for which all constellations, for all SPNRs, achieve
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Fixed variable Value
Constellation QPSK, 2A4P
SNR 9.00 dB
MI 1.87 bpcu
SPNR 18.00 dB, 21.00 dB, 30.00 dB and 19.72 dB

Table 5.5.: Variables fixed or highlighted in figures 5.11, 5.12 and 5.13 as well as in
figures 5.14 and 5.15.

a MI in the range 0.8–2.8 bpcu, centered roughly around the value chosen for the
MI.

3. I fixed the MI to the same value as in the NDE case;

4. I highlighted the same values of the SPNR as in the NDE case.

Table 5.5 summarizes which variable I fixed or highlighted to which value in figures 5.11,
5.12 and 5.13 as well as in figures 5.14 and 5.15.

5.2.4. DE AWGN/wPWGN model: MI
Figures 5.11 and 5.12 show the MI of the QPSK and the 2A4P as a function of the
SNR and parametrised by various values of the SPNR. Also reported in figure 5.11,
for comparison, is its MI in the NDE case from figure 5.2 (dashed lines).

Figures 5.11 and 5.12 show behaviours similar to those described in the NDE case,
see section 5.1.4.

Even in the DE case the MI increases monotonically with the SNR and the SPNR.
The presence of some wPWGN can still be compensated by an increased SNR, although
too much wPWGN can prevent the constellations from reaching values close to the limit
I = m bpcu, even for very high SNRs.

The DE encoding causes a SNR penalty, that is, a higher SNR is required to achieve
the same MI for the same SPNR. This penalty is not constant, rather it varies with the
SNR and the SPNR: at the targeted MI it is around 1.0 dB for high SPNRs and it gets
worse for lower SPNRs.

Figure 5.13 shows the MI of all constellations, as a function of the SPNR and for a
fixed value of the SNR = 9 dB.

Comparing the constellations it can be seen again that the MI of all constellations
increases with the SPNR.

As in the NDE case, the PAMs are practically insensitive to wPWGN: thy achieve
almost the same MI and outperform the QPSK for SPNR ≤ 11.4 dB.

The MI curve of the 16-star crosses the one of the 2A4P around SPNR = 13.8 dB
and almost overlaps with the one of the 8-star around SPNR ≤ 12.5 dB, despite its
additional encoded bit.

In contrast to the NDE case, the 8PSK achieves always a smaller MI than the 2A4P
and, for SPNR ≤ 15.5 dB, even than the QPSK while offering one additional encoded



94 5. Theoretical Limits

−10 −5 0 5 10 15 20 25 30
0

0.5

1

1.5

2

SNR [dB]

I
[b

pc
u]

DE; QPSK

SPNR = 49.54 dB
SPNR = 19.72 dB
SPNR = 13.84 dB
SPNR = 10.36 dB
SPNR = 7.89 dB
SPNR = 5.96 dB
NDE AWGN/wPWGN
See table 5.5

Figure 5.11.: MI of the QPSK as a function of the SNR and parametrised by various
values of the SPNR over the DE AWGN/wPWGN model. Also reported
is its MI over the NDE AWGN/wPWGN model from figure 5.2 (dashed).
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Figure 5.12.: MI of the 2A4P as a function of the SNR and parametrised by various
values of the SPNR over the DE AWGN/wPWGN model.
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Figure 5.13.: MI of all constellations, as a function of the SPNR and for a SNR = 9 dB
over the DE AWGN/wPWGN model.

bit. The reason is that this constellation has eight points on the same ring, thus being
particularly sensitive to phase noise when DE.

The 4-star has the same performance as the QPSK for SPNR ≥ 23.1 dB and even
better below this value, similar to the NDE case.

As in the NDE case, there is no “clear winner”. The MI curve of the 16-star crosses
the one of the 4A4P around SPNR = 15.5 dB:

• above this value the 16-star achieves the highest MI, whereas

• below this value the 4A4P achieves the highest MI; the exception is

• the extreme region SPNR ≤ 6.5 dB, where the 8PAM becomes the best constella-
tion.

5.2.4.1. DE AWGN/wPWGN model: wPWGN-rich and wPWGN-poor regions –
can wPWGN be neglected?

The MI “saturates” (i.e., achieves ≈ 90% of their respective maxima) for 11.37 dB ≤
SPNR ≤ 15.39 dB for all constellations but the PAMs (indicated with a vertical gray
dashed line in figure 5.13). In other words, even in the DE case I can identify

• a wPWGN-rich region to the left of this interval, for SPNR ≤ 11 dB and

• a wPWGN-poor region to the right of this interval, for SPNR ≥ 15 dB.



96 5. Theoretical Limits

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

5

10

15

I [bpcu]

Po
te

nt
ia

lg
ai

n
ov

er
th

e
Q

PS
K

[d
B]

DE; 2A4P

SPNR = 49.54 dB
SPNR = 19.72 dB
SPNR = 13.84 dB
SPNR = 10.36 dB
SPNR = 7.89 dB
SPNR = 5.96 dB
See table 5.5

Figure 5.14.: Potential gain over the QPSK of the 2A4P as a function of the targeted MI
and parametrised by various values of the SPNR over the DE AWGN/wP-
WGN model.

Note that these regions have been identified for a SNR = 9 dB. Even in the DE case I
expect their boundaries to shift toward even lower SPNRs for higher SNRs.

If a WDM system operated in this region, I could hence neglect the wPWGN and use
the DE AWGN model of section 2.5, with the great advantage of having a closed form
of the conditional pdfs of the received symbols Y1, Y2 conditioned on the transmitted
transition T , as I showed in section 2.5.2, which would be useful for the implementation
of the SD demapper, without compromising the precision.

This is exactly the case: the lower limits of the operating ranges anticipated in section
3.4.1 and individuated in chapter 4 (see again table 4.5) are well inside this wPWGN-
poor region even in the DE case.

5.2.5. DE AWGN/wPWGN model: potential gain over the QPSK
As I did in section 5.1.5 for the NDE case, I find it useful to present also the potential
gain over the QPSK of the various alternative constellations.

Figure 5.14 shows the potential gain over the QPSK of the 2A4P, as a function of the
targeted MI and parametrised by various values of the SPNR.

Figure 5.14 shows that, even in the DE case, the potential gain over the QPSK in-
creases with the targeted MI and decreases with the SPNR.

Figure 5.15 shows the potential gain over the QPSK of all constellations, as a function
of the SPNR and for a fixed value of the targeted MI I = 1.87 bpcu.
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Figure 5.15.: Potential gain over the QPSK of the other constellations, as a function of
the SPNR and for a MI I = 1.87 bpcu over the DE AWGN/wPWGN
model.

For the PAMs the potential gain over the QPSK is negative for SPNR > 12 dB
and SPNR > 13 dB: the PAMs, even the 8PAM with its additional encoded bit, are
convenient only in the wPWGN-rich region.

The 4-star has always a positive potential gain over the QPSK, which is however ≤
0.25 dB for SPNR > 17.3 dB and becomes significant only in the wPWGN-rich region.

A remarkable difference with figure 5.9 is that, in the DE case, the 8PSK has a negative
or zero potential gain over the QPSK, at least for I = 1.87 bpcu.

The 16-star and the 4A4P with 16 points exhibit a positive potential gain over the
QPSK, which is however only slightly higher than the one shown by the 2A4P and the
8-star.

Finally, the 4A4P offers the highest potential gain over the QPSK.
In conclusion, the constellation with eight points with the highest potential gain over

the QPSK is the 2A4P, which motivates the choice of this constellation in figures 5.12 and
5.14 and, most importantly, in the proposed solution for 100G long-haul DE coherent
optical communications systems.

As in section 5.1.5, a final note on the wPWGN-poor and wPWGN-rich regions. The
potential gain over the QPSK decreases with the SPNR and flattens out (achieves ≈
90% of their respective minima) for 15.39 dB ≤ SPNR ≤ 23.10 dB; to the right of this
interval (deep inside the wPWGN-poor region, see section 5.2.4.1) the potential gain
over the QPSK practically does not depend on the SPNR and equals the one these
constellations exhibit over the DE AWGN model.
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Region NDE AWGN/wPWGN model DE AWGN/wPWGN model
(SNR = 6 dB) (SNR = 9 dB)

wPWGN-rich SPNR < 9 dB SPNR < 11 dB
wPWGN-poor SPNR > 14 dB SPNR > 15 dB

Table 5.6.: Boundaries of the wPWGN-rich and of the wPWGN-poor regions over the
NDE AWGN/wPWGN model and the DE AWGN/wPWGN model for a
SNR = 6 dB and 9 dB, respectively.

5.3. Summary
In this chapter I presented the MI achieved by various constellations over the NDE
AWGN/ wPWGN model and the DE AWGN/ wPWGN model as a function of the
SNR and the SPNR. These quantities represent the theoretical (since an ideal SD FEC
is assumed) limits of the constellations that can be used for 100G long-haul NDE and
DE coherent optical communications systems. In both cases one of the considered con-
stellations was the QPSK, which is used in traditional solutions, whereas the others
are potential candidates for the proposed solutions. I then showed the same results in
relative terms as the potential gain over the QPSK of the alternative constellations.

For each model I identified

1. a wPWGN-rich and a wPWGN-poor region, in which the effect of the wPWGN
must be taken into account or can be neglected, respectively.

The boundaries of these regions depend on the SNR and I expect them to shift toward
lower SPNRs for higher SNRs.

Table 5.6 summarizes the boundaries of these regions.
Recalling the results obtained in chapter 4 applying the estimators presented in chap-

ter 3 to the received symbols resulting from laboratory experiments representing 100G
long-haul NDE and DE coherent optical communications systems I proved that

2. the SPNR of WDM systems lies well inside the wPWGN-poor region, which means
that I can use the NDE AWGN model and the DE AWGN model to implement the
SD demapper. This is a great advantage, because for these models the conditional
pdfs are known in closed form, which greatly simplifies the implementation of the
SD demapper.

Finally, I also showed that, among the discrete constellations with eight points, in the
wPWGN-poor region the highest potential gain over the QPSK is achieved by

3. the 8-star over the NDE AWGN/ wPWGN model and

4. the 2A4P over the DE AWGN/ wPWGN model.

Hence, I will use these constellations for the proposed solution for 100G long-haul NDE
and DE coherent optical communications systems, respectively.



6. Proposed solutions
The traditional solutions for 100G long-haul non differentially encoded (NDE) and dif-
ferentially encoded (DE) coherent optical communications systems with optical data
unit 4 (ODU4) nominal bit rate of Rb = 104.794445815 Gbps are based on (see [2] and
references therein for an historical overview)

• the quadrature phase-shift keying (QPSK) (m = 2 bits/symbol);

• polarisation division multiplexing (PDM) (Npol = 2) and

• various (concatenations of) hard-decision (HD) and/or soft-decision (SD) forward
error correction (FEC) schemes, always with

– ≈ 20% overhead (OH) redundancies, corresponding to
– code rates R ≈ 0.83,
– targeted mutual informations (MIs) I = Rm ≈ 1.67 bits per channel use

(bpcu) per polarisation and
– a symbol rate fs ≈ 31.44 GBd, corresponding to
– a bandwidth expansion (BE) of ≈ 20% (fs ≈ 26.20 → 31.44 GBd).

In this final chapter I propose two solutions for 100G long-haul NDE and DE coher-
ent optical communications systems, alternative to the traditional ones since they are
based on (much) higher redundancy allocated mostly in a larger constellation and only
marginally in a narrower occupied bandwidth.

More in particular, the presented solutions make use of

• the 8-ary constellations chosen in chapter 5 (m = 3 bits/symbol);

• PDM (Npol = 2) and

• a concatenated HD/ SD FEC scheme with
– iterative demapping and decoding (IDD) and
– a 60.04% OH redundancy, corresponding to
– a code rate R = 2/3 · 239/255 ≈ 0.62,
– a targeted MI I ≈ 1.87 bpcu per polarisation and
– a symbol rate fs ≈ 27.95 GBd, corresponding to
– a BE = 6.67% (fs = 26.20 → 27.95 GBd) as well as

99
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– a constellation expansion (CE) = 50.00% (m = 2 → 3 bits/symbol)

The performance of an IDD scheme can be predicted by means of the extrinsic infor-
mation transfer (EXIT) charts, given by the overlap of the transfer characteristics of
the two actors iteratively exchanging information, in this case the demapper and the
decoder.

I will hence start the chapter by introducing how I estimated the transfer character-
istics of

• the demapper of 100G long-haul NDE coherent optical communications systems,
which depend on the bit mapping and the signal-to-(additive-)noise ratio (SNR)
and of

• the decoder, which depend on the number of low-density parity-check (LDPC)
iterations.

Note that the number of LDPC iterations NLDPC and the number of IDD iterations
NIDD are two different things: the former is the number of times the variable and the
check nodes of the LDPC code exchange information, whereas the latter is the number
of times the demapper and the decoder exchange information.

I will then present the performance predicted by the EXIT chart of each combination
of a bit mapping, a SNR and a number of LDPC iterations. I will also present their net
coding gain (NCG) over the uncoded QPSK as well as their approximated complexity
in terms of summations per information bit (spib).

I will then repeat the same steps for 100G long-haul DE coherent optical communi-
cations systems.

Finally, in order to understand how good these alternative solutions are in terms of
minimum SNR and complexity, I will compare them with a traditional solution realised
using the same building blocks with the exception of the constellation and the inner
code, which must be different for it to belong to the traditional solutions. Note that this
term of comparison (as all traditional solutions) make use of a larger BE and as such
have a larger symbol rate and occupy more bandwidth.

Part of the material presented in this chapter has been published at the Optical
Fiber Conference (OFC) [14], at the European Conference on Optical Communications
(ECOC) [15,65] as well as at the International Conference on Transparent Optical Net-
works (ICTON) [17].

6.1. The proposed FEC solution
The proposed FEC solution consists of

• a SD demapper;

• the binary 2/3-rate LDPC code from the digital video broadcasting – satellite –
2nd generation (DVB-S2) standard [66] as inner SD code, whose redundancy is
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Figure 6.1.: Block diagram of the proposed solutions for 100G long-haul NDE and DE co-
herent optical communications systems. The part framed by a dash-dotted
line is the proposed FEC solution presented in this chapter. The double
lined block will be replaced with either the NDE AWGN model or the DE
AWGN model, see figure 2.2.

allocated entirely in the CE. This code is needed to “quickly” (in terms of SNR)
achieve the targeted post-FEC bit error rate (BER) = 10−15.
The demapper and the SD LDPC decoder perform

• IDD, meaning that they iteratively exchange information to refine the log-likelihood
ratios (LLRs). This step is needed to achieve the full capacity of a non-binary con-
stellation employing binary codes;

• the non-binary 16-fold interleaved Reed-Solomon (RS) (255, 239) code from the
Telecommunication Standardization Sector of International Telecommunication
Union (ITU-T) G.975 standard [67] as outer HD code, whose redundancy is al-
located entirely in the BE. This code is needed to correct potential error bursts
leaving the IDD.

Figure 6.1 shows a high level block diagram of the proposed solutions. This is what
happens at each step:

• the RS encoder νRS encodes the transmitted information bits b into the transmitted
RS encoded bits;

• the first interleaver interleaves the latter into the interleaved transmitted RS en-
coded bits;

• the LDPC encoder νLDPC encodes the latter into the transmitted LDPC encoded
bits;

• the second interleaver interleaves the latter into the transmitted encoded bits be;
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• the mapper µ maps the latter to either the transmitted symbols X or the transmit-
ted transitions T , depending on whether the system is NDE or DE, respectively;

• if the system is DE, the channel Ch DE encodes the transmitted transitions T
into the transmitted symbols X. It then adds the additive white Gaussian noise
(AWGN) to the transmitted symbols X and obtains the received symbols Y ;

• the SD demapper µ−1 calculates its extrinsic LLRs Λe
µ−1 from the latter and its

a priori LLRs Λa
µ−1 , which are the extrinsic LLRs Λe

ν−1 of the SD LDPC decoder
ν−1

LDPC interleaved by a copy of the second interleaver. This is the first half of the
IDD stage;

• the SD LDPC decoder ν−1
LDPC calculates its extrinsic LLRs Λe

ν−1 from its a priori
LLRs Λa

ν−1 , which are the extrinsic LLRs Λe
µ−1 of the SD demapper µ−1 deinter-

leaved by the second deinterleaver. This is the second half of the IDD stage.
After a certain number of IDD iterations the SD LDPC decoder ν−1

LDPC takes a HD
on its a posteriori LLRs Λp

ν−1 and obtains the interleaved estimated RS encoded
bits;

• the first deinterleaver deinterleaves the latter into the estimated RS encoded bits;

• the HD RS decoder ν−1
RS decodes the latter into the estimated information bits b̂.

In the following I will refer to the SD demapper simply as “demapper” and to the SD
LDPC decoder simply as “decoder”, for brevity.

6.1.1. The LDPC code
The decision on the 2/3-rate DVB-S2 LDPC code is in line with the current trends
in research [2]. In general, LDPC codes exhibit error correcting performance close to
the Shannon limit. Morever, they can be encoded and decoded efficiently with reduced
circuit complexity, since they are linear codes and their decoding algorithm is inherently
parallel.

These advantages are particularly evident in the LDPC codes from the DVB-S2 stan-
dard [66]:

a powerful FEC system based on LDPC (Low-Density Parity Check) codes
concatenated with BCH codes, allowing Quasi-Error-Free operation at about
0.7 dB to 1 dB from the Shannon limit, depending on the transmission mode
(AWGN channel, modulation constrained Shannon limit).

The codes exhibit a staircase lower triangular on the right part of the parity-check ma-
trices, resulting in a linear encoding complexity. Their long codewords and, especially in
the case of the code for the proposed solutions, their high redundancies lead to increased
girths, which dominate the error correction performance in the low post-FEC BER re-
gion and hence lead to lower error floors. The drawbacks are increased circuit size and
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delays; however, the LDPC codes from the DVB-S2 standard are structured and hence
architecture- or hardware-aware codes, whose decoders can be efficiently implemented
through high parallelisation.

Finally, the DVB-S2 standard has been developed in 2003 by the digital video broad-
casting (DVB) project and ratified in 2005 by European Telecommunications Standards
Institute (ETSI), so it has been known for quite some years already and it can be con-
sidered a stable, proven code; also, coming from an important standard, I am confident
that a great deal of work is being and will be done, aimed at tackling the drawbacks
mentioned above.

6.1.2. The RS code

The RS code is used since decades by the optical community and extremely efficient
implementations thereof are readily available on the market. I preferred to use a RS
code instead of a Bose-Chaudhuri-Hocquenghem (BCH) code (as suggested in the DVB-
S2 standard) because [2]:

RS codes have higher tolerance to error bursts

since they work with bytes, not bits.
Overall, I intend to prove that excellent results can be achieved by combining available

off-the-shelf components: in this sense, the novelty of the proposed solutions does not
reside in the single parts, rather in their clever combinations.

6.2. Proposed solution for 100G long-haul NDE
coherent optical communications systems: 8-star +
DVB-S2-LDPC(64800, 43200) +
ITU-T-RS(255, 239)

Table 6.1 shows the minimum SNR required to achieve the targeted MI I = 1.87 bpcu per
polarisation for the constellations considered in chapter 5 with a symbol rate fs = 27.95
GBd over the NDE AWGN model. The corresponding OSNR can be obtained adding
10 log10 (27.95/12.50) ≈ 3.5 dB. The corresponding Eb/N0 can be obtained subtracting
10 log10 (3 · 2/3 · 239/255) ≈ 2.7 dB. Also reported is how much OH they offer space
for, together with the corresponding potential gain over the coded QPSK and potential
NCG over the uncoded QPSK, which needs a SNR = 18.00 dB to achieve a BER = 10−15.

The values relative to the 8-star chosen in chapter 5 are marked in bold. Table 6.1
will be useful to assess how close the practical proposed solutions are to their theoretical
performance.
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Constellation OH Min. SNR [dB] Pot. gain over Pot. NCG over
coded QPSK [dB] uncoded QPSK [dB]

QPSK 6.69% 6.48 n.r. +11.22
4-star 6.81 −0.33 +10.90
4PAM 9.95 −3.47 +07.75
8PSK 60.04% 5.12 +1.37 +12.59
8-star 4.88 +1.60 +12.83
8PAM 8.70 −2.21 +09.01
2A4P 5.12 +1.36 +12.58
16QAM 113.39% 4.52 +1.97 +13.19
Gaussian n.r. 4.27 +2.21 +13.44

Table 6.1.: Minimum SNR (in dB) required to achieve the targeted MI I = 1.87 bpcu per
polarisation for the constellations considered in chapter 5 with a symbol rate
fs = 27.95 GBd, potential gain over the coded QPSK and potential NCG
over the uncoded QPSK over the NDE AWGN model. Also reported is the
redundancy offered. The constellation chosen in chapter 5 for 100G long-haul
NDE coherent optical communications systems is highlighted in bold.

6.2.1. NDE AWGN model: estimation of the EXIT charts
An EXIT chart is the combination of one transfer characteristic of the demapper and
one transfer characteristic of the decoder, the latter with the x- and the y-axis swapped.

These transfer characteristics relate

• the MI between the bits and their a priori LLRs Iaµ−1 (for the demapper) or Iaν−1

(for the decoder), which I will call in the following “a priori MI” for brevity, and

• the MI between the bits and their extrinsic LLRs Ieµ−1 (for the demapper) or Ieν−1

(for the decoder), which I will call in the following “extrinsic MI” for brevity.

Note that these MIs must not be confused with the one achieved by a constellation
mentioned before. These MIs refer to a completely different channel, whose input is a
bit (hence, a “constellation” X = {0, 1} with cardinality |X | = 2 that can carry m =
1 bit/symbol) and whose output is a LLR. They can be considered an indicator of the
quality of their LLRs.

I estimated the transfer characteristics of the demapper and the decoder following
ten Brink’s excellent introductory paper [68]; for the interested reader, in appendix A I
explain in detail the procedure.

Once I had the transfer characteristics of the demapper and of the decoder, I tried each
possible combination and found the minimum SNR and the number of IDD iterations
at which the “tunnel”, i.e. the region below the transfer characteristic of the demapper
and above the swapped transfer characteristic of the decoder, opened up “enough” for
the “decoding trajectory”, i.e. the polygonal chain going back and forth between the two
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transfer characteristics, to achieve the top right part of the EXIT chart (in section 6.2.4.1
I will explain in more detail when I considered a decoding trajectory “successful”).

The number of IDD iterations is given by

NIDD =
Nhops − 1

2
, (6.1)

where Nhops is the number of hops in the decoding trajectory; this is because one IDD
iteration is represented by two “bounces”, one on the demapper transfer characteristic
(going up – 90° turn – going right) and one on the decoder transfer characteristic (going
right – 90° turn – going up); the −1 accounts for the starting point (0,0). The maximum
number of IDD iterations was set to 100.

In order not to weigh the treatise down, from now on I will refrain most of the times
from explicitly saying whether a quantity is for the demapper or for the decoder, relying
on the context and the symbols (µ−1 refers to the demapper whereas ν−1 refers to the
decoder).

6.2.2. NDE AWGN model: 8-star bit mappings as well as SNR and
a priori MI ranges considered

I performed an exhaustive search through all possible permutations of the symbols in
the constellation (i.e., all possible bit mappings) admitted by an 8-star looking for the
“unique” ones as follows:

1. For each bit mapping µk, for each symbol Xi in the bit mapping µk and for all
symbols Xj, j 6= i at minimum Euclidean distance from the symbol Xi (there could
be more than one) I calculated the Hamming distance between Xi and Xj;

2. I estimated the probability density function (pdf) of the Hamming distance be-
tween Xi and its neighbours counting with an histogram how many times it was
1, 2 or 3;

3. I then averaged the pdf of the Hamming distance between Xi and its neighbours
over all symbols Xi obtaining an estimate of the average pdf of the Hamming
distances between two points at minimum Euclidean distance of the bit mapping
µk. Finally,

4. I found the unique histograms and took one “exemplary” bit mapping for each of
them.

Clearly, any other bit mapping could have been taken, as long as there is one represen-
tative for each unique histogram: in this sense any further bit mapping can be proved
to be equivalent to the previous ones up to bit reordering and/or bit inversion.

An 8-ary constellation as the 8-star admits 8! = 40320 possible bit mappings; I found
12 distinct bit mappings for the 8-star (≈ 0.03%).

Figure 6.2 shows these 12 distinct bit mappings.
In particular
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Figure 6.2.: Twelve distinct bit mappings admitted by the 8-star. The bit mapping
µ12,G is the closest to a Gray-coded bit mapping, the bit mapping µ7,aG is
the farthest from a Gray-coded bit mapping.
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• the bit mapping µ12,G is the closest to a Gray-coded bit mapping (the 8-star
does not admit a Gray-coded bit mapping), meaning that the average pdf of the
Hamming distances between two points at minimum Euclidean distance has the
peak around 1; conversely,

• the bit mapping µ7,aG is the farthest from a Gray-coded bit mapping (i.e. the anti-
Gray-coded bit mapping), meaning that the average pdf of the Hamming distances
between two points at minimum Euclidean distance has the peak around 3.

I chose as SNR range an asymmetric interval [−1,+3] around the minimum SNR required
for the 8-star to achieve the targeted MI I = 1.87 bpcu per polarisation with a linear
0.1 dB step.

The a priori MI is by definition 0 bpcu < Iaµ−1 < 1 bpcu; I decided to span this interval
with a linear 0.05 bpcu step.

6.2.3. Number of LDPC iterations and a priori MI range considered
The DVB-S2 standard sets a maximum number of LDPC iterations NLDPC = 50 [66].
Expecting the performance to saturate with an increasing number of LDPC iterations,
I hence decided to consider for the number of LDPC iterations 10 values between 1 and
50 with a non-linear step: 1, 2, 3, 4, 5, 10, 20, 30, 40 and 50.

Even for the decoder the a priori MI is by definition 0 bpcu < Iaν−1 < 1 bpcu, however
this time I spanned this interval with two steps: a first larger linear 0.050 bpcu step over
the whole range and a second smaller linear 0.001 bpcu step in a symmetric interval 0.67
± 0.2 bpcu around the code rate R = 2/3 of the 2/3-rate DVB-S2 LDPC code. The
reason is that I expected the extrinsic MI curves of the decoder to change very quickly
around the code rate, especially for high numbers of LDPC iterations.

6.2.4. NDE AWGN model: values of interest
The extrinsic MI of the demapper depends on three variables: the SNR, the bit mapping
and the a priori MI.

Similar to section 5.1.3, I hence decided that in section 6.2.5 I will show the results
in two figures fixing once the SNR and parametrizing the curves with the bit mapping
and fixing once the bit mapping and parametrizing the curves with the a priori MI.
The figures for a fixed a priori MI would have had the bit mappings on the x-axis,
which cannot be ordered as for instance can real numbers; I hence decided to skip this
combination. When a variable is fixed in one figure, I will highlight it in the others in
which it is not (with a thicker curve when it parametrises a curve or with a vertical
black dashed line when it is on the x-axis).

The extrinsic MI of the decoder, instead, depends on two variables: the number of
LDPC iterations and the a priori MI.

Hence, in section 6.2.6 I will show the results in one figure, parametrizing the curves
with the number of LDPC iterations.

The decision on which value to fix each variable is motivated as follows:
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Fixed variable Value
SNR 4.9 dB
Bit mapping µ12,G
A priori MI entering the decoder 2/3 bpcu

Table 6.2.: Variables fixed or highlighted in figures 6.3, 6.4 and 6.5.

1. for the demapper I chose to fix the SNR to 4.9 dB, because it is the theoretical
limit of the 8-star over the NDE AWGN model, see table 6.1. The transfer
characteristics of the demapper for the values of SNR that give the best match as
well as the least complex match with the transfer characteristic of the decoder will
be shown in the corresponding EXIT charts;

2. for the demapper I chose to fix the bit mapping to one “value”, the µ12,G, because,
as I will soon show, it is the one that gives the best match with the transfer
characteristics of the decoder;

3. for the decoder I chose to highlight one value of the a priori MI, 2/3 bpcu, because
it corresponds to the code rate of the 2/3-rate DVB-S2 LDPC code.

Table 6.2 summarizes which variable I fixed or highlighted to which value in figures 6.3,
6.4 and 6.5.

6.2.4.1. Successful decoding trajectory

I considered a decoding trajectory successful as soon as the decoder achieved an extrinsic
MI, for an a priori MI, such that the corresponding a posteriori MI Ipν−1 ≥ 1 − H(8 ·
10−5) ≈ 0.9988 bpcu, where H(x) is the binary entropy function

H(x) = −x log2(x)− (1− x) log2(1− x). (6.2)

This quantity represents the amount of uncertainty left after the decoder or, equivalently,
the amount of uncertainty the 16-fold interleaved ITU-T G.975 RS (255, 239) code can
remove, since this code translates a pre-FEC BER = 8 ·10−5 down to a post-FEC BER
= 10−15 [69]. Note that the condition must be on the a posteriori MI, since the 16-fold
interleaved ITU-T G.975 RS (255, 239) code works on the bits obtained taking a HD
on the a posteriori LLRs after the decoder. For the interested reader, in appendix A
I explain in detail how I obtained the a posteriori MI from the a priori MI and the
extrinsic MI.

6.2.5. NDE AWGN model: transfer characteristics of the
demapper

Figure 6.3 shows the extrinsic MI of the 8-star as a function of the a priori MI, for a
fixed value of the SNR = 4.9 dB and parametrised by the bit mappings.
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Figure 6.3.: Extrinsic MI of the 8-star as a function of the a priori MI, for a SNR = 4.9
dB and parametrised by the bit mappings over the NDE AWGN model.

In figure 6.3 all 12 lines are visible, which means that the technique described in
section 6.2.2 to find the unique bit mappings is correct.

The bit mapping µ12,G has the flattest curve, exhibiting the highest extrinsic MI for
Iaµ−1 = 0 bpcu and the lowest extrinsic MI for Iaµ−1 = 1 bpcu. This confirms it as the
most “Gray like”-coded bit mapping, as said in section 6.2.2.

The bit mapping µ7,aG has the steepest curve, exhibiting the lowest extrinsic MI for
Iaµ−1 = 0 bpcu and the highest extrinsic MI for Iaµ−1 = 1 bpcu. This confirms it as the
anti-Gray-coded bit mapping, as said in section 6.2.2.

The extrinsic MI always increases with the a priori MI, as expected: the more reliable
the a priori LLRs of the other bits input to the demapper, the more reliable the extrinsic
LLR of the one bit output from the demapper.

The curves cross the bisector Ieµ−1 = Iaµ−1 around Iaµ−1 = 0.70 bpcu, being above it for
roughly Iaµ−1 ≤ 0.65 bpcu and below it for roughly Iaµ−1 ≥ 0.75 bpcu. When the curves
are below the bisector it means that the quality of the extrinsic LLRs output by the
demapper is lower than that of the a priori LLRs input to it. For a higher SNR the
curves moves upward and the region where they cross the bisector moves to the right.

Figure 6.4 shows the extrinsic MI of the 8-star as a function of the SNR, for the bit
mapping µ12,G and parametrised by various values of the a priori MI.

Figure 6.4 shows that the extrinsic MI increases monotonically with the SNR: the less
impaired by AWGN the symbols input to the demapper, the more reliable the extrinsic
LLRs output from the demapper. The extrinsic MI, however, cannot increase indefinitely
with the SNR: although not seen here, the curves will all collapse to Ieµ−1 = 1 bpcu for
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Figure 6.4.: Extrinsic MI of the 8-star as a function of the SNR, for the µ12,G bit mapping
and parametrised by various values of the a priori MI over the NDE AWGN
model.

SNR → +∞.
The extrinsic MI increases also with the a priori MI, as already shown in figure 6.3.

6.2.6. Transfer characteristics of the decoder
Figure 6.5 shows the extrinsic MI of the 2/3-rate LDPC code from the DVB-S2 standard
[66] as a function of the a priori MI and parametrised by the number of LDPC iterations.

Figure 6.5 shows that even in this case the extrinsic MI always increases with the a
priori MI: the more reliable the a priori LLRs of the other bits input to the decoder,
the more reliable the extrinsic LLR of the one bit output from the decoder. Also, the
extrinsic MI increases with the number of LDPC iterations: the decoder refines the
extrinsic LLRs at each iteration.

The curves cross the bisector Ieν−1 = Iaν−1 , being below it for roughly Iaν−1 ≤ 0.70 bpcu
and above it for roughly Iaν−1 ≥ 0.85 bpcu (with the exception of the curve for NLDPC =
1, which is always below the bisector). Even in this case, when the curves are below the
bisector it means that the quality of the extrinsic LLRs output by the decoder is lower
than that of the a priori LLRs input to it.

A comparison with figure 6.3 shows that this time the curves are much steeper. This
can be explained considering also the bit mapping as a very weak code introducing very
little memory (i.e., a SD code with code rate R = 1 and code words length n = 3
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Figure 6.5.: Extrinsic MI of the 2/3-rate DVB-S2 LDPC code as a function of the a
priori MI and parametrised by the number of LDPC iterations.

bits) and the demapper as the decoder of such code. In general, the more the memory
introduced by a code, the steeper the transfer characteristic of its decoder [68, 70–73].

Increasing the number of LDPC iterations, the a priori MI at which

• Ieν−1 ≈ 1 bpcu is achieved decreases, but

• Ieν−1 6= 0 bpcu is achieved (i.e., the transfer characteristic “raises” from the x-axis)
remains the same, Iaν−1 ≈ 0.35 bpcu.

In other words, the transfer characteristic of the decoder tends to the indicator function
of the subset Iaν−1 > R,

Ieν−1 → 1Ia
ν−1>R(I

a
ν−1), for NLDPC → +∞, (6.3)

more on its right region than on its left region. However, it does not reach it: the first a
priori MI for which the decoder reaches Ieν−1 ≈ 1 bpcu, with NLDPC = 50, is Iaν−1 = 0.72
bpcu, slightly larger than the code rate. This will lead to some penalty with respect to
the theoretical limit represented by the MI.

For Iaν−1 ≥ 0.72 bpcu, the higher the a priori MI the less LDPC iterations are needed
to achieve Ieν−1 ≈ 1 bpcu.
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6.2.7. NDE AWGN model: estimation of the minimum SNR
required

Table 6.3 shows, for each combination of a demapper transfer characteristic and a de-
coder transfer characteristic, the minimum SNR (in dB) and the corresponding number
of IDD iterations (in parenthesis) at which the decoding trajectory is successful, i.e. the
decoder achieved the targeted a posteriori MI Ipν−1 = 0.9988 bpcu (see section 6.2.4.1).

Table 6.4 shows the same results but in terms of NCG over the uncoded QPSK.
Certain combinations do not achieve the targeted a posteriori MI Ipν−1 = 0.9988 bpcu

for any SNR considered, which can be up to 3 dB more than those reported in table
6.1. Considering even higher values of SNR would have been possible, but it would have
meant considering systems of no practical interest.

In no case a single IDD iteration is enough, not even with the most “Gray like”-coded
bit mapping: in other words, a bit-interleaved coded modulation (BICM) scheme [74]
would require a SNR > 7.8 dB (the biggest among the values considered here) to achieve
the targeted a posteriori MI.

The “best” combination (i.e., requiring the minimum SNR and achieving the largest
NCG over the uncoded QPSK) is given by

• µ12,G and

• NLDPC = 20: it achieves the targeted a posteriori MI Ipν−1 = 0.9988 bpcu for

• a SNR = 5.9 dB (1.0 dB from the theoretical limit of the 8-star and 0.6 dB beyond
the theoretical limit of the QPSK, see table 6.1), corresponding to

• a NCG over the uncoded QPSK = 11.8 dB, with

• NIDD = 18.

There are actually three more combinations that achieve the targeted a posteriori MI
for the same SNR = 5.9 dB, given by the same bit mapping, NLDPC = 30, 40 and 50
and NIDD = 15: however, I consider the first the best combination because, as I will
show in section 6.2.8, the overall complexity of the proposed solution is dominated by
the complexity of the decoder and hence goes with NIDDNLDPC.

The “least complex” combination is given by

• µ12,G and

• NLDPC = 4: it achieves the targeted a posteriori MI Ipν−1 = 0.9988 bpcu for

• a SNR = 7.8 dB (2.9 dB from the theoretical limit of the 8-star and 1.3 dB from
the theoretical limit of the QPSK, see table 6.1), corresponding to

• a NCG over the uncoded QPSK = 9.9 dB, with

• NIDD = 3.
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NLDPC
1 2 3 4 5 10 20 30 40 50

µ

1 n.a. n.a. n.a. 7.1 6.6 6.3 6.3 6.3 6.3 6.3
(06) (09) (23) (20) (20) (20) (20)

2 n.a. n.a. 7.5 6.7 6.5 6.4 6.4 6.4 6.4 6.4
(05) (10) (13) (14) (12) (12) (12) (12)

3 n.a. n.a. 7.5 6.7 6.6 6.6 6.6 6.6 6.6 6.6
(05) (16) (49) (18) (17) (17) (18) (17)

4 n.a. 7.8 6.9 6.8 6.8 6.7 6.7 6.7 6.7 6.7
(07) (21) (21) (14) (35) (31) (29) (44) (34)

5 n.a. n.a. 7.0 6.6 6.6 6.5 6.5 6.5 6.5 6.5
(09) (23) (12) (14) (12) (12) (12) (11)

6 n.a. 7.8 7.0 7.0 7.0 6.9 6.9 6.9 6.9 6.9
(07) (36) (14) (12) (26) (25) (24) (25) (25)

7,aG n.a. 7.3 7.1 7.1 7.0 7.0 7.0 7.0 7.0 7.0
(22) (19) (11) (19) (13) (12) (12) (12) (12)

8 n.a. n.a. 7.0 6.9 6.9 6.9 6.9 6.9 6.9 6.9
(18) (29) (18) (14) (13) (13) (13) (13)

9 n.a. n.a. 7.8 7.0 6.5 6.2 6.2 6.2 6.2 6.2
(05) (06) (10) (17) (13) (13) (12) (12)

10 n.a. n.a. 7.0 6.7 6.7 6.6 6.6 6.6 6.6 6.6
(10) (19) (13) (31) (28) (27) (35) (30)

11 n.a. n.a. n.a. 7.4 6.9 6.1 6.1 6.1 6.1 6.1
(05) (06) (22) (16) (16) (16) (16)

12,G n.a. n.a. n.a. 7.8 7.4 6.3 5.9 5.9 5.9 5.9
(03) (03) (06) (18) (15) (15) (15)

Table 6.3.: Minimum SNR (in dB) and number of IDD iterations (in parenthesis) re-
quired to achieve the targeted a posteriori MI Ipν−1 = 0.9988 bpcu for each
combination of a bit mapping of the 8-star and a number of LDPC iterations
of the 2/3-rate DVB-S2 LDPC code over the NDE AWGN model. The
best combination is highlighted in bold; the least complex combination is
highlighted in italics. Their EXIT charts are shown in figures 6.6 and 6.7,
respectively.
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NLDPC
1 2 3 4 5 10 20 30 40 50

µ

1 n.a. n.a. n.a. 10.6 11.1 11.4 11.4 11.4 11.4 11.4
2 n.a. n.a. 10.2 11.0 11.2 11.3 11.3 11.3 11.3 11.3
3 n.a. n.a. 10.2 11.0 11.1 11.1 11.1 11.1 11.1 11.1
4 n.a. 9.9 10.8 10.9 10.9 11.0 11.0 11.0 11.0 11.0
5 n.a. n.a. 10.7 11.1 11.1 11.2 11.2 11.2 11.2 11.2
6 n.a. 9.9 10.7 10.7 10.7 10.8 10.8 10.8 10.8 10.8

7,aG n.a. 10.4 10.6 10.6 10.7 10.7 10.7 10.7 10.7 10.7
8 n.a. n.a. 10.7 10.8 10.8 10.8 10.8 10.8 10.8 10.8
9 n.a. n.a. 9.9 10.7 11.2 11.5 11.5 11.5 11.5 11.5

10 n.a. n.a. 10.7 11.0 11.0 11.1 11.1 11.1 11.1 11.1
11 n.a. n.a. n.a. 10.3 10.8 11.6 11.6 11.6 11.6 11.6

12,G n.a. n.a. n.a. 9.9 10.3 11.4 11.8 11.8 11.8 11.8

Table 6.4.: NCG over the uncoded QPSK (in dB) of each combination of a bit mapping
of the 8-star and a number of LDPC iterations of the 2/3-rate DVB-S2 LDPC
code over the NDE AWGN model. Bold and italics highlightings are the
same as in table 6.3.

It is interesting to notice that the most complex combination, given by µ4 and NLDPC
= 40 with NIDD = 44, actually needs a 0.8 dB higher SNR than the best one.

Figures 6.6 and 6.7 show the EXIT charts of the best and the least complex combi-
nations.

In figure 6.6, corresponding to the best combination, the transfer characteristics of
the demapper and of the decoder match very well, at least in the central region. On
the left region the mismatch is due to the transfer characteristic of the decoder “rising
too slowly”, see figure 6.5, or alternatively to the transfer characteristic of the demapper
“being too straight”. Things are better on the right region, where the two transfer
characteristics are closer and the area between them is smaller.

This mismatch is responsible for the 1.0 dB capacity loss between the values reported
in tables 6.1 and 6.3. The area between the two transfer characteristics, in fact, relates
to the capacity loss of the combination, as shown by Ashikhmin rigorously at least for
the binary erasure channel (BEC) [75, 76]. Unfortunately, no bit mapping exhibit a
transfer characteristic which bends more downwards for Iaµ−1 ≤ 0.25 bpcu, they are all
quite straight and differ only in their “slope”: a bit mapping with a steeper transfer
characteristic would reduce the gap on the left region of the EXIT chart, but it would
increase the gap on its right region. Similarly, no number of LDPC iterations exhibit a
more squared transfer characteristic around Iaν−1 ≈ 0.60 bpcu.

In figure 6.7, corresponding to the least complex combination, the transfer character-
istics of the demapper and the decoder are very far. This does allow the IDD stage to
achieve the targeted a posteriori MI Ipν−1 = 0.9988 bpcu with very few IDD iterations,
but it is also responsible for the remarkable 2.9 dB capacity loss.
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Figure 6.6.: EXIT chart of the best combination over the NDE AWGN model.
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Figure 6.7.: EXIT chart of the least complex combination over the NDE AWGN model.
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6.2.8. NDE AWGN model: estimation of the complexity
In order to evaluate the complexity of the IDD stage I calculated the number of sum-
mations needed

• by the demapper to implement (A.6), (A.7) and (A.8) (see appendix A) as well as

• by the decoder to implement the SD LDPC decoding algorithm [77,78]

under the following assumptions:

1. the two’s complement representation is used;

2. the max-log approximation (MLA) is used, according to which [79]∑
i

ai ≈ max
i

{ai}. (6.4)

Note that, whereas in practice a high performing system would resort to more
accurate approximations, the MLA arithmetic provides a simple criterion to com-
pare the relative overall complexity of different systems, since it requires only
summations;

3. the min-sum algorithm (MSA) is used, according to which [79]∏
i

tanh(ai) ≈ tanh(min
i
{ai}); (6.5)

4. the complexity of the operations “max/min between N quantities” is N − 1 sum-
mations. For instance, in order to find the maximum between the three numbers
a, b and c, one could:

a) calculate a− b (first summation).
If a− b > 0 keep a,
else keep b,
call d the number kept;

b) calculate c− d (second summation).
If c− d > 0 c is the maximum,
else d is the maximum;

5. the complexity of the operation “absolute value of a real quantity” is 1 summation,
since in the two’s complement representation changing the sign means changing
all bits and then adding 1;

6. the complexity of the product of sign operations can be neglected, since it can be
implemented with a binary exclusive OR (XOR) [80].
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6.2.9. NDE AWGN model: complexity of the demapper at each
IDD iteration

Applying the MLA (6.4) and exploiting the fact that the exponential is a strictly mono-
tonically increasing function, so that I can write

max
i

{eai} = emaxi{ai}, (6.6)

I obtained the following approximated versions of the extrinsic LLR of the bit i Λe,i
µ−1

(the exact versions are reported in appendix A):

Λe,2
µ−1 ≈+max{−d(000) + Λa,1

µ−1 + Λa,0
µ−1 ;−d(001) + Λa,1

µ−1 ;−d(010) + Λa,0
µ−1 ;−d(011)}+

−max{−d(100) + Λa,1
µ−1 + Λa,0

µ−1 ;−d(101) + Λa,1
µ−1 ;−d(110) + Λa,0

µ−1 ;−d(111)},
(6.7)

Λe,1
µ−1 ≈+max{−d(000) + Λa,2

µ−1 + Λa,0
µ−1 ;−d(001) + Λa,2

µ−1 ;−d(100) + Λa,0
µ−1 ;−d(101)}+

−max{−d(010) + Λa,2
µ−1 + Λa,0

µ−1 ;−d(011) + Λa,2
µ−1 ;−d(110) + Λa,0

µ−1 ;−d(111)},
(6.8)

Λe,0
µ−1 ≈+max{−d(000) + Λa,2

µ−1 + Λa,1
µ−1 ;−d(010) + Λa,2

µ−1 ;−d(100) + Λa,1
µ−1 ;−d(110)}+

−max{−d(001) + Λa,2
µ−1 + Λa,1

µ−1 ;−d(011) + Λa,2
µ−1 ;−d(101) + Λa,1

µ−1 ;−d(111)},
(6.9)

where I call

d(b2b1b0) ,
|y − µk(b2, b1, b0)|2

N0

(6.10)

for space reasons.
The normalised squared Euclidean distance (6.10) between the received symbol y

and the transmitted symbol to which the bit mapping µk maps the bits b2, b1, b0 is
the term carrying the information coming from the channel. Although in this term
operations other than summations are indeed present, the complexity of its calculation
can be neglected, for this term has to be calculated only once and then it remains
constant throughout the IDD iterations (what changes at each IDD iteration are the
a priori LLRs). Note that these approximated formulas are only used to calculate the
complexity of the demapper, whereas I used the exact formulas to calculate the transfer
characteristics and the EXIT charts.

Looking at (6.7), (6.8) and (6.9) some general rules can be inferred:

1. each max is between 2m−1 numbers;

2. in each max the a priori LLR of the one bit whose extrinsic LLR is being calculated
is never added;

3. in each max the a priori LLRs of the other bits whose extrinsic LLRs are not being
calculated are added when the corresponding bits are 0 in the quantity (6.10).
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Hence, in each max the number of a priori LLRs being added equals
m−1∑
i=0

(
m− 1

i

)
i = (m− 1)2m−2, (6.11)

because I need
• 0 summations for the

(
m−1
0

)
= 1 combination with 0 bits out of m− 1 being 0,

• 1 summation for each of the
(
m−1
1

)
= m− 1 combinations with 1 bit out of m− 1

being 0,

• 2 summations for each of the
(
m−1
2

)
= (m− 1)(m− 2)/2 combinations with 2 bits

out of m− 1 being 0,

• ...,

• m − 1 summations for the
(
m−1
m−1

)
= 1 combination with m − 1 bits out of m − 1

being 0.
In (6.11) I used the known identity

n∑
k=0

k

(
n

k

)
= n2n−1, (6.12)

with k = i and n = m− 1.
Overall I need
• (6.11) summations, because each a priori LLR entails a summation,

• 2m−1 − 1 summations for the complexity of the max,

• twice as many summations because there are two max’s and, finally,

• 1 additional summation for the difference between the two max’s.
The number of summations needed by the demapper to calculate the extrinsic LLR of
one encoded bit at each IDD iteration is hence given by:

2((m− 1)2m−2 + 2m−1 − 1) + 1 = 2m−1(m+ 1)− 1. (6.13)

6.2.9.1. NDE AWGN model: complexity of the demapper per information bit at
each IDD iteration

However, I am interested in the number of summations needed by the demapper to
calculate the extrinsic LLR of one information bit at each IDD iteration, which means
that I have to rescale (6.13) by the inverse of the code rate, obtaining

K ′
µ−1 =

1

R
(2m−1(m+ 1)− 1). (6.14)

Since
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• the chosen constellation has m = 3 bits/symbol and

• the 2/3-rate DVB-S2 LDPC code has code rate R = 2/3,

the complexity of the demapper of the proposed solution at each IDD iteration is

K ′
µ−1 = 22.5 spib.

6.2.10. Complexity of the decoder at each IDD iteration
In a SD LDPC decoder, the variable and the check nodes iteratively exchange informa-
tion to refine the LLRs. Hence, to estimate the complexity of the decoder it is helpful
to estimate the complexity of the two steps separately and then add them up.

6.2.10.1. Complexity of the message from one variable node to one check node

Without the need to invoke any approximation, the message sent from a variable node
Vi to one check node Cj is given by [79]:

MVi→Cj
= Λa,i

ν−1 +
∑
j′ 6=j

MCj′→Vi
,

where MCj′→Vi
are the messages sent from the other check nodes Cj′ to the variable node

Vi.
The number of these messages clearly equals the number of the other check nodes

Cj′ connected to the variable node Vi. One way to know the latter is to use the degree
distribution from the edge perspective:

λmax∑
`=1

λ`(`− 1), (6.15)

where the quantity λ` indicates the fraction of edges connected to a variable node of
degree `, which can be obtained from the code matrix [79], and the −1 excludes the
edge between the variable node Vi and the check node Cj on which the message currently
being calculated will travel.

Overall I need

• (6.15) −1 summations, because between n elements there are n − 1 summations,
and

• 1 additional summation for the a priori LLR,

so that in the end the average number of summations needed by the decoder to calculate
one message sent from a variable node Vi to a check node Cj at each LDPC iteration
and at each IDD iteration is also given by (6.15).
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6.2.10.2. Complexity of the message from one check node to one variable node

Applying the MSA (6.5), the message travelling in the other direction, i.e. the one sent
from a check node Cj to one variable node Vi, is given by [79]:

MCj→Vi
≈ (

∏
i′ 6=i

sign(MVi′→Cj
))min

i′ 6=i
{|MVi′→Cj

|},

where MVi′→Cj
are the messages sent from the other variable nodes Vi′ to the check node

Cj.
As before, the number of these messages equals the number of the other variable nodes

Vi′ connected to the check node Cj, and the latter can be calculated with the degree
distribution from the edge perspective:

ρmax∑
`=1

ρ`(`− 1), (6.16)

where the quantity ρ` indicates the fraction of edges connected to a check node of degree
`, which as before can be obtained from the code matrix [79], and as before the −1
excludes the edge between the check node Cj and the variable node Vi on which the
message currently being calculated will travel.

Overall I need

• (6.16) summations for the absolute values, and

• (6.16) −1 summations for the complexity of the min,

which means that the average number of summations needed by the decoder to calculate
one message sent from a check node Cj to a variable node Vi at each LDPC iteration
and at each IDD iteration is given by

ρmax∑
`=1

ρ`(`− 1) + (

ρmax∑
`=1

ρ`(`− 1)− 1) =

ρmax∑
`=1

ρ`(2`− 3). (6.17)

6.2.10.3. Complexity of all messages

The sum of (6.15) and (6.17) gives the average number of summations needed by the
decoder to calculate the two messages travelling on one edge in both directions at each
LDPC iteration and at each IDD iteration.

Multiplying it by the number of edges Ne I hence obtain the number of summations
needed by the decoder to calculate the extrinsic LLRs of n encoded bits (i.e., of one code
word) at each LDPC iteration and at each IDD iteration:

Ne(
λmax∑
`1=1

λ`1(`1 − 1) +

ρmax∑
`2=1

ρ`2(2`2 − 3)). (6.18)
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` λ` ρ`

1 1/215999 ≈ 4.6297 · 10−6 0
2 43198/215999 ≈ 1.9999 · 10−1 0
3 116640/215999 ≈ 5.4000 · 10−1 0

. . . . . . . . .
9 0 9/215999 ≈ 4.1667 · 10−5

10 0 215990/215999 ≈ 9.9996 · 10−1

. . . . . . . . .
13 56160/215999 ≈ 2.6000 · 10−1 0

Total 215999/215999 = 1 215999/215999 = 1

Table 6.5.: Degree distribution from the edge perspective of the 2/3-rate DVB-S2 LDPC
code, indicating the fraction of edges connected to a variable (λ`) or to a
check (ρ`) node of degree `. The graph has Ne = 215999 edges.

6.2.10.4. Complexity of the decoder per information bit at each IDD iteration

Dividing (6.18) by the information word length k I obtain the number of summations
needed by the decoder to calculate the extrinsic LLR of one information bit at each
LDPC iteration and at each IDD iteration:

K ′′
ν−1 =

Ne

k
(
λmax∑
`1=1

λ`1(`1 − 1) +

ρmax∑
`2=1

ρ`2(2`2 − 3)). (6.19)

Finally, multiplying (6.19) by the number of LDPC iterations NLDPC I have the number
of summations needed by the decoder to calculate the extrinsic LLR of one information
bit at each IDD iteration:

K ′
ν−1 = NLDPCK

′′
ν−1 = NLDPC

Ne

k
(
λmax∑
`1=1

λ`1(`1 − 1) +

ρmax∑
`2=1

ρ`2(2`2 − 3)). (6.20)

Table 6.5 shows the degree distribution from the edge perspective of the 2/3-rate LDPC
code from the DVB-S2 standard [66].

Since the 2/3-rate DVB-S2 LDPC code has
• the degree distribution from the edge perspective shown in table 6.5,

• Ne = 215999 edges and

• k = 43200 information bits,
the complexity of the decoder of the proposed solution at each IDD iteration is

K ′
ν−1 ≈ 107.0NLDPC spib.

Recall now that the complexity of the demapper of the proposed solution at each IDD
iteration is K ′

µ−1 = 22.5 spib (see section 6.2.9.1): as anticipated in section 6.2.7, the
complexity of the demapper is indeed negligible when compared to the complexity of
the decoder, since the latter is approximately a factor 4.8 NLDPC that of the former.
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6.2.11. NDE AWGN model: complexity of the whole IDD stage
The sum of (6.14) and (6.20) represents the number of summations needed by the whole
IDD scheme (demapper and decoder) to calculate the extrinsic LLR of one information
bit at each IDD iteration:

K ′ = K ′
µ−1 +K ′

ν−1 =

=
1

R
(2m−1(m+ 1)− 1) +NLDPC

Ne

k
(
λmax∑
`1=1

λ`1(`1 − 1) +

ρmax∑
`2=1

ρ`2(2`2 − 3)). (6.21)

Finally, if I multiply (6.21) by the number of IDD iterations NIDD I get the number
of summations needed by the whole IDD scheme to calculate the extrinsic LLR of one
information bit:

K =NIDDK
′ =

=NIDD(
1

R
(2m−1(m+ 1)− 1) +NLDPC

Ne

k
(
λmax∑
`1=1

λ`1(`1 − 1) +

ρmax∑
`2=1

ρ`2(2`2 − 3))).

(6.22)

With the numbers reported in section 6.2.9.1 and section 6.2.10.4 the overall complexity
of the proposed solution is

K ≈ NIDD(22.5 + 107.0NLDPC) spib.

Table 6.6 shows the overall complexity of each combination of a demapper transfer
characteristic and a decoder transfer characteristic.

The best combination has an overall complexity K ≈ 38.92 kspib. The least complex
combination has an overall complexity K ≈ 1.35 kspib. The most complex combination
has an overall complexity K ≈ 189.31 kspib.

6.2.12. NDE AWGN model: 2A4P instead of 8-star?
The best combination achieves the targeted a posteriori MI for SNR = 5.9 dB, but as
I showed in figure 6.6 it has an EXIT chart in which the transfer characteristics of the
demapper and of the decoder match do not match very well on the sides. This mismatch
is responsible for the 1.0 dB gap to the theoretical limit of the 8-star.

One could then ask, what if I use another constellation? Maybe there is another 8-ary
constellation, with a higher theoretical limit, but with a combination that achieves the
targeted a posteriori MI Ipν−1 = 0.9988 bpcu at a lower SNR. In the end I am interested
in what can be practically achieved, more than in what the theoretical limits are.

I therefore went through the same procedure as described so far with a 2 amplitude-
4 phase-shift keying (2A4P) which, as I will show in more detail in section 6.3, admits
18 distinct bit mappings. The results was that the “best” combination of a 2A4P bit
mapping and the 2/3-rate DVB-S2 LDPC code
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NLDPC
1 2 3 4 5 10 20 30 40 50

µ

1 n.a. n.a. n.a. 0.003 0.005 0.025 0.043 0.065 0.086 0.107
2 n.a. n.a. 0.002 0.005 0.007 0.015 0.026 0.039 0.052 0.064
3 n.a. n.a. 0.002 0.007 0.027 0.020 0.037 0.055 0.077 0.091
4 n.a. 0.002 0.007 0.009 0.008 0.038 0.067 0.094 0.189 0.183
5 n.a. n.a. 0.003 0.010 0.007 0.015 0.026 0.039 0.052 0.059
6 n.a. 0.002 0.012 0.006 0.007 0.028 0.054 0.078 0.108 0.134

7,aG n.a. 0.005 0.007 0.005 0.011 0.014 0.026 0.039 0.052 0.064
8 n.a. n.a. 0.006 0.013 0.010 0.015 0.028 0.042 0.056 0.070
9 n.a. n.a. 0.002 0.003 0.006 0.019 0.028 0.042 0.052 0.064

10 n.a. n.a. 0.003 0.009 0.007 0.034 0.061 0.087 0.151 0.161
11 n.a. n.a. n.a. 0.002 0.003 0.024 0.035 0.052 0.069 0.086

12,G n.a. n.a. n.a. 0.001 0.002 0.007 0.039 0.048 0.065 0.081

Table 6.6.: Overall complexity (in Mspib) required to achieve the targeted a posteriori
MI Ipν−1 = 0.9988 bpcu for each combination of a bit mapping of the 8-star
and a number of LDPC iterations of the 2/3-rate DVB-S2 LDPC code over
the NDE AWGN model. Bold and italics highlightings are the same as in
table 6.3.

• achieves the targeted a posteriori MI for SNR = 6.2 dB, which is 1.1 dB away
from the theoretical limit of the 2A4P (see table 6.1) and, most importantly, 0.3
dB more than the best combination identified in section 6.2.7;

• has a similar overall complexity, since it requires NLDPC = 30 LDPC iterations
and NIDD = 12 IDD iterations.

In other words, the best combination found in section 6.2.7 is to be preferred.

6.3. Proposed solution for 100G long-haul DE coherent
optical communications systems: 2A4P +
DVB-S2-LDPC(64800, 43200) +
ITU-T-RS(255, 239)

In this section I will show the results relative to 100G long-haul DE coherent optical
communications systems; since many concepts are similar to those introduced in section
6.2 I will keep the exposition short, highlighting only the parts that changed.

Table 6.7 shows the minimum SNR required to achieve the targeted MI I = 1.87 bpcu
per polarisation for the constellations considered in chapter 5 with a symbol rate fs
= 27.95 GBd over the DE AWGN model. Also reported is how much OH they offer
space for, together with the corresponding potential gain over the coded QPSK and
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Constellation OH Min. SNR [dB] Pot. gain over Pot. NCG over
coded QPSK [dB] uncoded QPSK [dB]

QPSK 6.69% 7.54 n.r. +10.25
4-star 7.55 0.00 +10.25
4PAM 10.58 −3.03 +07.22
8PSK 60.04% 7.52 +0.02 +10.28
8-star 6.80 +0.75 +11.00
8PAM 9.56 −2.02 +08.24
2A4P 6.58 +0.97 +11.22
16-star 113.39% 6.47 +1.07 +11.33
4A4P 6.52 +1.02 +11.27

Table 6.7.: Minimum SNR (in dB) required to achieve the targeted MI I = 1.87 bpcu per
polarisation for the constellations considered in chapter 5 with a symbol rate
fs = 27.95 GBd, potential gain over the coded QPSK and potential NCG
over the uncoded QPSK over the DE AWGN model. Also reported is the
redundancy offered. The constellation chosen in chapter 5 for 100G long-haul
DE coherent optical communications systems is highlighted in bold.

potential NCG over the uncoded QPSK, which needs a SNR = 18.09 dB to achieve a
BER = 10−15. The values relative to the 2A4P chosen in chapter 5 are marked in bold.
Table 6.1 will be useful to assess how close the practical proposed solutions are to their
theoretical performance.

6.3.1. DE AWGN model: estimation of the EXIT charts
I estimated the transfer characteristics of the demapper again following [68]. The formu-
las for the extrinsic LLRs are very similar to those in the NDE case, the only difference
is the term which carries the information coming from the channel, since now the chan-
nel model is different. For the interested reader, in appendix A I explain in detail the
procedure.

Obviously, the transfer characteristics of the decoder as well as the procedure to find
the minimum SNR and the number of IDD iterations required to have a successful
decoding trajectory remained the same as in the NDE case.

6.3.2. DE AWGN model: 2A4P bit mappings as well as SNR and a
priori MI ranges considered

Using the same exhaustive search described in 6.2.2 I found 18 distinct bit mappings for
the 2A4P, out of the 8! = 40320 possible bit mappings it admits (≈ 0.04%).

Figure 6.8 shows these 18 distinct bit mappings.
In particular,
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Figure 6.8.: Eighteen distinct bit mappings admitted by the 2A4P. The bit mapping
µ12,G is the Gray-coded bit mapping, the bit mapping µ18,aG is the farthest
from a Gray-coded bit mapping.



126 6. Proposed solutions

Fixed variable Value
SNR 6.6 dB
Bit mapping µ15

Table 6.8.: Variables fixed or highlighted in figures 6.9 and 6.10.

• the bit mapping µ12,G is the Gray-coded bit mapping (contrarily to the 8-star, the
2A4P does admit one); conversely,

• the bit mapping µ18,aG is the farthest from a Gray-coded bit mapping (i.e. the
anti-Gray-coded bit mapping).

I chose the SNR range again asymmetrically around the minimum SNR required for the
2A4P to achieve the targeted MI I = 1.87 bpcu per polarisation. I considered the same
range for the a priori MI I used for the NDE case.

6.3.3. DE AWGN model: values of interest
Clearly, even in the DE case the extrinsic MI of the demapper depends on the same
three variables.

In section 6.3.4 I will hence show the results as explained in section 6.2.4.
The decision on which value to fix each variable is motivated as follows:

1. I chose to fix the SNR to 6.6 dB, because it is the theoretical limit of the 2A4P over
the DE AWGN model, see table 6.7. The transfer characteristics of the demapper
for the value of SNR that give the best match as well as the least complex match
with the transfer characteristic of the decoder will be shown in the corresponding
EXIT charts;

2. I chose to fix the bit mapping to one “value”, the µ15, because, as I will soon
show, it is the one that gives the best match with the transfer characteristics of
the decoder.

Table 6.8 summarizes which variable I fixed or highlighted to which value in figures 6.9
and 6.10.

6.3.4. DE AWGN model: transfer characteristics of the demapper
Figure 6.9 shows the extrinsic MI of the 2A4P as a function of the a priori MI, for a
fixed value of the SNR = 6.6 dB and parametrised by the bit mappings.

In figure 6.9 all 18 lines are visible, which further confirms the correctness of the
technique described in section 6.2.2 to find the unique bit mappings.

The bit mapping µ12,G has a literally flat curve, exhibiting the same extrinsic MI for
Iaµ−1 = 0 bpcu and for Iaµ−1 = 1 bpcu. This confirms it as the Gray-coded bit mapping,
as said in section 6.3.2.
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Figure 6.9.: Extrinsic MI of the 2A4P as a function of the a priori MI, for a SNR = 6.6
dB and parametrised by the bit mappings over the DE AWGN model.

The bit mapping µ18,aG has the steepest curve, which confirms it as the anti-Gray-
coded bit mapping, as said in section 6.3.2.

Similarly to figure 6.3, the extrinsic MI always increases with the a priori MI, as
expected (with the exception of the bit mapping µ12,G).

Similarly to figure 6.3, the curves cross the bisector Ieµ−1 = Iaµ−1 around Iaµ−1 = 0.70
bpcu, being above it for roughly Iaµ−1 ≤ 0.6 bpcu and below it for roughly Iaµ−1 ≥ 0.8
bpcu.

Figure 6.10 shows the extrinsic MI of the 2A4P as a function of the SNR, for the bit
mapping µ15 and parametrised by various values of the a priori MI.

Similarly to figure 6.4, the extrinsic MI increases with the SNR, tending to Ieµ−1 = 1
bpcu for SNR → +∞, and increases also with the a priori MI.

6.3.5. DE AWGN model: estimation of the minimum SNR required
Table 6.9 shows, for each combination of a demapper transfer characteristic and a de-
coder transfer characteristic, the minimum SNR (in dB) and the corresponding number
of IDD iterations (in parenthesis) at which the decoder achieved the targeted a posteriori
MI Ipν−1 = 0.9988 bpcu.

Table 6.10 shows the same results but in terms of NCG over the uncoded QPSK.
Even in the DE case, certain combinations do not achieve the targeted a posteriori

MI Ipν−1 = 0.9988 bpcu for any value of the SNR I considered. In particular, the bit
mapping µ18,aG never makes it.
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NLDPC
1 2 3 4 5 10 20 30 40 50

µ

1 n.a. n.a. n.a. n.a. 9.6 8.3 7.6 7.6 7.6 7.6
(03) (04) (32) (18) (17) (16)

2 n.a. n.a. 9.4 8.5 8.5 8.5 8.4 8.5 8.5 8.5
(05) (17) (13) (10) (64) (10) (10) (10)

3 n.a. n.a. 8.7 8.6 8.6 8.6 8.6 8.6 8.6 8.6
(18) (20) (14) (11) (10) (10) (10) (10)

4 n.a. n.a. 9.3 8.4 8.2 8.1 8.1 8.1 8.1 8.1
(05) (11) (14) (14) (12) (12) (12) (12)

5 n.a. n.a. 8.9 8.4 8.4 8.4 8.4 8.4 8.4 8.4
(09) (27) (16) (11) (10) (10) (10) (10)

6 n.a. 9.0 8.8 8.7 8.6 8.6 8.6 8.6 8.6 8.6
(32) (16) (15) (29) (14) (13) (13) (14) (13)

7 n.a. 9.3 9.2 9.1 9.1 9.1 9.1 9.1 9.1 9.1
(25) (15) (24) (18) (15) (14) (14) (14) (14)

8 n.a. n.a. n.a. 9.6 9.6 9.6 9.6 9.6 9.6 9.6
(30) (22) (20) (19) (19) (20) (19)

9 n.a. 9.2 8.9 8.9 8.9 8.8 8.8 8.8 8.8 8.8
(17) (44) (14) (11) (20) (19) (19) (19) (20)

10 n.a. 9.5 9.3 9.3 9.3 9.3 9.3 9.3 9.3 9.3
(17) (38) (17) (14) (12) (12) (12) (12) (12)

11 n.a. n.a. 9.1 8.7 8.7 8.6 8.6 8.6 8.6 8.6
(07) (14) (12) (27) (27) (28) (28) (29)

12,G n.a. n.a. n.a. n.a. n.a. 8.9 8.3 8.1 8.0 8.0
(01) (01) (01) (02) (01)

13 n.a. n.a. n.a. 9.0 8.6 8.2 8.2 8.2 8.2 8.2
(06) (06) (13) (12) (12) (12) (12)

14 n.a. 9.6 9.5 9.5 9.5 9.5 9.5 9.5 9.5 9.5
(27) (23) (15) (14) (12) (12) (12) (12) (12)

15 n.a. n.a. n.a. n.a. n.a. 8.6 7.9 7.7 7.6 7.6
(02) (04) (06) (10) (09)

16 n.a. n.a. 9.5 8.7 8.5 8.4 8.4 8.5 8.5 8.5
(05) (09) (14) (65) (62) (10) (10) (10)

17 n.a. 9.2 9.0 9.0 9.0 8.9 8.9 8.9 8.9 8.9
(28) (37) (14) (11) (25) (24) (23) (25) (24)

18,aG n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

Table 6.9.: Minimum SNR (in dB) and number of IDD iterations (in parenthesis) re-
quired to achieve the targeted a posteriori MI Ipν−1 = 0.9988 bpcu for each
combination of a bit mapping of the 2A4P and a number of LDPC itera-
tions of the 2/3-rate DVB-S2 LDPC code over the DE AWGN model. The
best combination is highlighted in bold; the least complex combination is
highlighted in italics. Their EXIT charts are shown in figures 6.11 and 6.12,
respectively.
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NLDPC
1 2 3 4 5 10 20 30 40 50

µ

1 n.a. n.a. n.a. n.a. 8.2 9.5 10.2 10.2 10.2 10.2
2 n.a. n.a. 8.4 9.3 9.3 9.3 9.4 9.3 9.3 9.3
3 n.a. n.a. 9.1 9.2 9.2 9.2 9.2 9.2 9.2 9.2
4 n.a. n.a. 8.5 9.4 9.6 9.7 9.7 9.7 9.7 9.7
5 n.a. n.a. 8.9 9.4 9.4 9.4 9.4 9.4 9.4 9.4
6 n.a. 8.8 9.0 9.1 9.2 9.2 9.2 9.2 9.2 9.2
7 n.a. 8.5 8.6 8.7 8.7 8.7 8.7 8.7 8.7 8.7
8 n.a. n.a. n.a. 8.2 8.2 8.2 8.2 8.2 8.2 8.2
9 n.a. 8.6 8.9 8.9 8.9 9.0 9.0 9.0 9.0 9.0

10 n.a. 8.3 8.5 8.5 8.5 8.5 8.5 8.5 8.5 8.5
11 n.a. n.a. 8.7 9.1 9.1 9.2 9.2 9.2 9.2 9.2

12,G n.a. n.a. n.a. n.a. n.a. 8.9 9.5 9.7 9.8 9.8
13 n.a. n.a. n.a. 8.8 9.2 9.6 9.6 9.6 9.6 9.6
14 n.a. 8.2 8.3 8.3 8.3 8.3 8.3 8.3 8.3 8.3
15 n.a. n.a. n.a. n.a. n.a. 9.2 9.9 10.1 10.2 10.2
16 n.a. n.a. 8.3 9.1 9.3 9.4 9.4 9.3 9.3 9.3
17 n.a. 8.6 8.8 8.8 8.8 8.9 8.9 8.9 8.9 8.9

18,aG n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

Table 6.10.: NCG over the uncoded QPSK (in dB) of each combination of a bit mapping
of the 2A4P and a number of LDPC iterations of the 2/3-rate DVB-S2
LDPC code over the DE AWGN model. Bold and italics highlightings are
the same as in table 6.9.
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Figure 6.10.: Extrinsic MI of the 2A4P as a function of the SNR, for the µ15 bit mapping
and parametrised by various values of the a priori MI over the DE AWGN
model.

Contrarily to the NDE case, there are some combinations that required only a single
IDD iteration, given by the bit mapping µ12,G and NLDPC = 10, 20, 30 and 50. A BICM
scheme [74] would require a SNR = 8.9 dB for NLDPC = 10 and a SNR = 8.0 dB for
NLDPC = 50 to achieve the targeted a posteriori MI.

The best combination is given by

• µ15 and

• NLDPC = 40: it achieves the targeted a posteriori MI Ipν−1 = 0.9988 bpcu for

• a SNR = 7.6 dB (1.0 dB from the theoretical limit of the 2A4P and 0.1 dB from
the theoretical limit of the QPSK, see table 6.7), corresponding to

• a NCG over the uncoded QPSK = 10.2 dB, with

• NIDD = 10.

As in the NDE case, there are actually five more combinations that achieve the targeted
a posteriori MI for SNR = 7.6 dB, one with the same bit mapping and four with the
bit mapping µ1, which has a transfer characteristic very similar to the one of the former
(see again figure 6.9). Even in this case, I consider as the best combination the one with
the lowest complexity, i.e. the lowest NIDDNLDPC.

The least complex combination is given by
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Figure 6.11.: EXIT chart of the best combination over the DE AWGN model.

• µ12,G and

• NLDPC = 10 (i.e., the BICM scheme with the lowest number of LDPC iterations):
it achieves the targeted a posteriori MI Ipν−1 = 0.9988 bpcu for

• a SNR = 8.9 dB (2.3 dB from the theoretical limit of the 2A4P and 1.4 dB from
the theoretical limit of the QPSK, see table 6.7), corresponding to

• a NCG over the uncoded QPSK = 8.9 dB, with

• NIDD = 1.

It is interesting to notice that the most complex combination, given by µ11 and NLDPC
= 50 with NIDD = 29, actually needs a 1.0 dB higher SNR than the best one.

Figures 6.11 and 6.12 show the EXIT charts of the best and the least complex com-
binations.

In figure 6.11, corresponding to the best combination, the transfer characteristics of
the demapper and of the decoder match impressively well, at least in the central and
right region. As in the NDE case (see figure 6.6), the mismatch on the left region is
responsible for the 1.0 dB capacity loss between the values reported in tables 6.7 and
6.9 [75, 76]. The fact that the capacity loss is equal to the one suffered by the best
combination in the NDE case is due to the fact that the two mappings have very similar
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Figure 6.12.: EXIT chart of the least complex combination over the DE AWGN model.

transfer characteristics, hence the area between them and the transfer characteristic of
the decoder is also very similar.

In figure 6.12, corresponding to the least complex combination, the big distance be-
tween the transfer characteristics of the demapper and the decoder ensures that the
IDD stage requires only one IDD iteration to achieve the targeted a posteriori MI Ipν−1

= 0.9988 bpcu, but is also responsible for the 2.3 dB capacity loss.

6.3.6. DE AWGN model: estimation of the complexity
I evaluated the complexity of the IDD stage in the DE case under the same assumptions
as in section 6.2.8.

Obviously, the number of summations needed by the decoder to calculate the extrinsic
LLR of one information bit at each IDD iteration is still given by (6.20).

6.3.7. DE AWGN model: complexity of the demapper at each IDD
iteration

As I explained in section 6.3.1, the only thing that changes in the formulas for the
extrinsic LLRs with respect to the NDE case is the term carrying the information coming
from the channel.

As a consequence, the approximated versions of the extrinsic LLRs (6.7), (6.8) and
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(6.9) are still valid once the normalised Euclidean distance between the received symbol
y and the transmitted symbol to which the bit mapping µk maps the bits b2, b1, b0 (6.10)
is replaced by

d(b2b1b0) , min
x1∈X

{|y1 − x1|2

N0

+
|y2 − ε(µk(b2, b1, b0), x1)|2

N0

}, (6.23)

the smallest of eight sums given by

• the normalised squared Euclidean distance between the first (previous) received
symbol y1 and the first (previous) transmitted symbol x1 and

• the normalised squared Euclidean distance between the second (current) received
symbol y2 and the second (current) transmitted symbol, given by the DE encoding
of the first (previous) transmitted symbol x1 and the transmitted transition to
which the bit mapping µk maps the bits b2, b1, b0.

The minimum is due to the sum over the first (previous) transmitted symbol x1 in (2.36).
As in the NDE case, this terms does require operations other than summations, but the
complexity of its calculation can be neglected because it must be calculated only once.

In the end, the number of summations needed by the demapper to calculate the
extrinsic LLR of one information bit at each IDD iteration is still given by (6.14).

6.3.8. DE AWGN model: complexity of the whole IDD stage
As a consequence, the number of summations needed by the whole IDD scheme to
calculate the extrinsic LLR of one information bit at each IDD iteration is still given by
(6.22).

Table 6.11 shows the overall complexity of each combination of a demapper transfer
characteristic and a decoder transfer characteristic.

The best combination has an overall complexity K ≈ 43.02 kspib. The least complex
combination, i.e. the BICM combination, has an overall complexity K ≈ 1.09 kspib.
The most complex combination has an overall complexity K ≈ 155.80 kspib,

6.3.9. DE AWGN model: 8-star instead of 2A4P?
The best combination achieves the targeted a posteriori MI for SNR = 7.6 dB, with a
1.0 dB gap to the theoretical limit of the 2A4P.

Even in the DE case it is worth exploring the possibility of using another 8-ary con-
stellation, with a higher theoretical limit but hopefully with a combination that achieves
the targeted a posteriori MI Ipν−1 = 0.9988 bpcu for a SNR < 7.6 dB.

Unfortunately, the best combination of an 8-star bit mapping and the 2/3-rate DVB-
S2 LDPC code

• achieves the targeted a posteriori MI for SNR = 7.8 dB, which is 1.0 dB away
from the theoretical limit of the 8-star (see table 6.7) and, most importantly, 0.2
dB more than the best combination identified in section 6.3.5;



134 6. Proposed solutions

NLDPC
1 2 3 4 5 10 20 30 40 50

µ

1 n.a. n.a. n.a. n.a. 0.002 0.004 0.069 0.058 0.073 0.086
2 n.a. n.a. 0.002 0.008 0.007 0.011 0.138 0.032 0.043 0.054
3 n.a. n.a. 0.006 0.009 0.008 0.012 0.022 0.032 0.043 0.054
4 n.a. n.a. 0.002 0.005 0.008 0.015 0.026 0.039 0.052 0.064
5 n.a. n.a. 0.003 0.012 0.009 0.012 0.022 0.032 0.043 0.054
6 n.a. 0.008 0.005 0.007 0.016 0.015 0.028 0.042 0.060 0.070
7 n.a. 0.006 0.005 0.011 0.010 0.016 0.030 0.045 0.060 0.075
8 n.a. n.a. n.a. 0.014 0.012 0.022 0.041 0.061 0.086 0.102
9 n.a. 0.004 0.015 0.006 0.006 0.022 0.041 0.061 0.082 0.107

10 n.a. 0.004 0.013 0.008 0.008 0.013 0.026 0.039 0.052 0.064
11 n.a. n.a. 0.002 0.006 0.007 0.029 0.058 0.091 0.120 0.156

12,G n.a. n.a. n.a. n.a. n.a. 0.001 0.002 0.003 0.009 0.005
13 n.a. n.a. n.a. 0.003 0.003 0.014 0.026 0.039 0.052 0.064
14 n.a. 0.006 0.008 0.007 0.008 0.013 0.026 0.039 0.052 0.064
15 n.a. n.a. n.a. n.a. n.a. 0.002 0.009 0.019 0.043 0.048
16 n.a. n.a. 0.002 0.004 0.008 0.071 0.134 0.032 0.043 0.054
17 n.a. 0.007 0.013 0.006 0.006 0.027 0.052 0.074 0.108 0.129

18,aG n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

Table 6.11.: Overall complexity (in Mspib) required to achieve the targeted a posteriori
MI Ipν−1 = 0.9988 bpcu for each combination of a bit mapping of the 2A4P
and a number of LDPC iterations of the 2/3-rate DVB-S2 LDPC code over
the DE AWGN model. Bold and italics highlightings are the same as in
table 6.9.
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• has a smaller overall complexity, since it requires NLDPC = 10 LDPC iterations
and NIDD = 13 IDD iterations.

In other words, the best combination found in section 6.3.5 is to be preferred.

6.4. Traditional solution for 100G long-haul NDE and
DE coherent optical communications systems:
(D)QPSK + DVB-S2-LDPC(64800, 57600) +
ITU-T-RS(255, 239)

The traditional solution with which I will compare my proposed solutions make use of

• the QPSK (m = 2 bits/symbol);

• PDM (Npol = 2) and

• a concatenated HD/ SD FEC scheme with
– BICM and
– a 20.03% OH redundancy, corresponding to
– a code rate R = 8/9 · 239/255 ≈ 0.83,
– a targeted MI I ≈ 1.67 bpcu per polarisation and
– a symbol rate fs ≈ 31.45 GBd, corresponding to
– a BE = 20.03% (fs = 26.20 → 31.45 GBd).

Its FEC scheme consists of

• a SD demapper;

• a code from the same standard, i.e. the binary 8/9-rate LDPC code from the
DVB-S2 standard [66] as inner SD code, whose redundancy is allocated in the
BE. This standard admits a total of 11 code rates: the closest alternatives 5/6 and
9/10 would have led to 28.03% and 18.55% OH redundancies, respectively.
The demapper and the SD LDPC decoder are part of

• a BICM scheme (i.e., they perform IDD with NIDD = 1). This step, also suggested
by the standard, is enough to achieve the full capacity of a QPSK, since the latter
admits a Gray-coded bit mapping [74];

• the non-binary 16-fold interleaved RS (255, 239) code from the ITU-T G.975 stan-
dard [67] as outer HD code, whose redundancy is also allocated in the BE.
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Traditional Proposed (NDE/DE)
constellation QPSK 8-star/2A4P

m [bits/symbol] 2 3
Npol 2 2

PDM yes yes
bit mapping Gray-coded µ1, . . . , µ12,G/ µ1, . . . , µ18,aG

inner SD code 8/9-rate DVB-S2 LDPC [66] 2/3-rate DVB-S2 LDPC [66]
NLDPC 50 1, . . ., 5, 10, 20, 30, 40, 50

BICM/IDD BICM IDD
NIDD 1 1, . . ., 100

outer HD code RS(255, 239) [67] RS(255, 239) [67]
overall redundancy 20.03% 60.04%

overall R 8/9 ·239/255 ≈ 0.83 2/3 ·239/255 ≈ 0.62
targeted MI [bpcu per pol.] 2 ·8/9 · 239/255 ≈ 1.67 3 ·2/3 · 239/255 ≈ 1.87

BE 20.03% 6.69%
CE 0% 50%

fs [GBd] 31.45 27.95

Table 6.12.: Comparison of traditional and proposed solutions. The differences in tar-
geted MI, BE and symbol rate fs are highlighted in bold.

Table 6.12 summarizes and compares the parameters of the traditional solution described
in this section and the proposed solutions presented in sections 6.2 and 6.3.

The traditional solution targets a smaller MI and makes use of more BE and a larger
symbol rate fs, thus occupying a wider bandwidth, as highlighted in bold. Nonetheless,
I decided to use this solution as term of comparison because 6.69% SD-FEC is rather
uncommon (practical solutions adopt simpler HD-FEC codes).

Since the occupied bandwidth is different, the theoretical limits and the NCGs must
be recalculated. A QPSK requires a minimum SNR = 4.57 dB to achieve the targeted
MI I = 1.67 bpcu per polarisation with a symbol rate fs = 31.45 GBd over the NDE
AWGN model. The corresponding potential NCG over the uncoded QPSK = 12.65 dB.

Over the DE AWGN model, instead, it requires a minimum SNR = 6.06 dB, which
corresponds to a potential NCG over the uncoded QPSK = 11.25 dB.

6.4.1. Estimation of the minimum SNR required
For the traditional solution, since the bit mapping, the number of LDPC iterations
and the number of IDD iterations were fixed, running two simulations was easier than
re-doing the whole procedure with the EXIT charts.

In this case I hence looked directly for the minimum SNR required to achieve a
post-FEC BER = 8 ·10−5, which corresponds to the criterion presented in section 6.2.4.1;
for the interested reader, in appendix A I explain in detail the procedure.

Figure 6.13 shows the pre-FEC BER and the post-FEC BER as a function of the SNR
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Figure 6.13.: Pre- and post-FEC BER as a function of the SNR of the traditional solution
over both models.

of the traditional solution over the NDE AWGN model and over the DE AWGN model.

In the NDE case the traditional solution achieves the targeted post-FEC BER = 8
·10−5 at

• a SNR = 6.1 dB (1.5 dB from the theoretical limit of the QPSK, see section 6.4),
corresponding to

• a NCG over the uncoded QPSK = 11.1 dB;

in the DE case, instead, it achieves the targeted post-FEC BER = 8 ·10−5 at

• a SNR = 7.2 dB (1.1 dB from the theoretical limit of the QPSK, see section 6.4),
corresponding to

• a NCG over the uncoded QPSK = 10.1 dB.

6.4.2. Estimation of the complexity
Using (6.14) with

• m = 2 bits/symbol and

• R = 8/9
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` λ` ρ`

1 1/194399 ≈ 5.1441 · 10−6 0
2 14398/194399 ≈ 7.4064 · 10−2 0
3 151200/194399 ≈ 7.7778 · 10−1 0
4 28800/194399 ≈ 1.4815 · 10−1 0

. . . . . . . . .
26 0 26/194399 ≈ 1.3375 · 10−4

27 0 194373/194399 ≈ 9.9987 · 10−1

Total 194399/194399 = 1 194399/194399 = 1

Table 6.13.: Degree distribution from the edge perspective of the 8/9-rate DVB-S2 LDPC
code, indicating the fraction of edges connected to a variable (λ`) or to a
check (ρ`) node of degree `. The graph has Ne = 194399 edges.

results in a complexity of the demapper of the traditional solution of

K ′
µ−1,trad. ≈ 5.6 spib,

which is a factor 0.3x that of the proposed one (see section 6.2.9.1). The demapper of
a quaternary constellation needs a lower number of summations at each IDD iteration
than the demapper of an 8-ary constellation because (6.7), (6.8) and (6.9) reduce to the
difference between two max operations between two values, of which only one is a sum,
and only the a priori LLR of the other bit must be considered.

Table 6.13 shows the degree distribution from the edge perspective of the 8/9-rate
LDPC code from the DVB-S2 standard [66].

Using (6.20) with

• the degree distribution from the edge perspective shown in table 6.13,

• Ne = 194399 and

• k = 57600 information bits,

results in a complexity of the decoder of the traditional solution of

K ′
ν−1,trad. ≈ 179.1 · 50 spib,

which is a factor 1.67 · 50/NLDPC that of the proposed one (see section 6.2.10.4). The
decoder of the 8/9-rate DVB-S2 LDPC code needs a higher number of summations at
each IDD iteration than the decoder of the 2/3-rate DVB-S2 LDPC code because its
degree distribution from the edge perspective has non-zero values for higher ` (compare
tables 6.5 and 6.13).

Finally, using (6.21) or, equivalently, (6.22) with NIDD = 1, results in an overall
complexity of the traditional solution of

Ktrad. = K ′
trad. ≈ 5.6 + 179.1 · 50 ≈ 8.96 kspib.
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6.4.3. NDE AWGN model: comparison
Figure 6.14 shows graphically the information reported numerically in table 6.6, “rescaled”
by the complexity of the traditional solution, that is,

• on the y-axis is the ratio (since it is linear) between the overall complexity of the
various combinations of the proposed solution and the overall complexity of the
traditional solution, whereas

• on the x-axis is the difference (since it is already in dB) between the mini-
mum 10 log10 (Eb/N0) needed by the traditional solution to achieve the targeted
post-FEC BER = 8 ·10−5 and the minimum 10 log10 (Eb/N0) needed by the various
combinations of the proposed solution to achieve the targeted a posteriori MI Ipν−1

= 0.9988 bpcu.
This number corresponds to the opposite of the difference between the NCGs over
the uncoded QPSK of the traditional solution and of the various combinations of
the proposed solution, as well as to the difference between their minimum optical
signal-to-noise ratios (OSNRs).

The traditional solution clearly corresponds to the point (0, 1), which is also indicated
with a vertical and an horizontal line; interesting solutions are in the bottom right region,
where the minimum Eb/N0 needed by the various combinations is lower than that of the
traditional solution and the complexity is lower than that of the traditional solution.

The best combination ( )

• gains 6.1− 10 log10 (2 · 8/9 · 239/255)− 5.9 + 10 log10 (3 · 2/3 · 239/255) ≈ 0.7 dB
over the traditional solution with

• a complexity ≈ 4.3x that of the traditional solution.

The least complex combination ( )

• loses 6.1− 10 log10 (2 · 8/9 · 239/255)− 7.8 + 10 log10 (3 · 2/3 · 239/255) ≈ −1.2 dB
to the traditional solution with

• a complexity ≈ 0.2x that of the traditional solution.

Finally, there are also some combinations in the bottom right part of figure 6.14, which
offer marginal gains up to 0.3 dB for a slightly smaller complexity.

6.4.3.1. NDE AWGN model: How to use the lower SNR and the narrower
occupied bandwidth

In order to see how the additional 0.7 dB of SNR gained by the best combination could
be used, let me recall the famous formula for the optical power budget [50] in dB

OSNR = 58 + Ps,dBm − αLspan −Nspans,dB − FN [dB], (6.24)
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Figure 6.14.: Comparison of each combination of a bit mapping of the 8-star and a
number of LDPC iterations of the 2/3-rate DVB-S2 LDPC code with the
traditional solution over the NDE AWGN model. The best and the least
complex combinations highlighted in table 6.6 have here full markers.
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Loss [dB] Reach Loss [dB] Reach Gain [dB] Reach
decrease decrease increase

−1.9 −35% −0.9 −19% +0.1 +2%
−1.8 −34% −0.8 −17% +0.2 +5%
−1.7 −32% −0.7 −15% +0.3 +7%
−1.6 −31% −0.6 −13% +0.4 +10%
−1.5 −29% −0.5 −11% +0.5 +12%
−1.4 −28% −0.4 −9% +0.6 +15%
−1.3 −26% −0.3 −7% +0.7 +17%
−1.2 −24% −0.2 −5%
−1.1 −22% −0.1 −2%
−1.0 −21% 0.0 0%

Table 6.14.: dB to linear conversion.

where Ps,dBm is the signal power leaving the transmitter (in dBm), α is the fibre attenu-
ation coefficient, Lspan is the length of a span, Nspans,dB = 10 log10 (Nspans) is the number
of spans “expressed in dB”, FN is the noise figure of an erbium doped fibre amplifier
(EDFA) and a reference bandwidth Bref = 12.5 GHz is assumed.

If the transmitter, the optical fibres and the amplifiers remain equal, in the linear
domain (6.24) implies that

OSNR ·Nspans = const., (6.25)

which means that

• any decrease in the OSNR corresponds to an equal increase in the number of spans
Nspans, i.e. in the reach.
Table 6.14 shows a conversion from the dB to the linear domain, which can help
understand which reach increase a gain corresponds to.
A 0.7 dB gain, such as the one offered by the proposed solution, correspond to a
reach increase of 17%.

Alternatively,

• the transmitted power Ps,dBm can be reduced, thereby potentially reducing non-
linearities and hence increasing the SNR (i.e., a virtuous circle could be started);

• cheaper optical fibres with higher attenuation coefficients α can be used;

• fewer amplifiers can be spaced further apart increasing the length of a span Lspan,
again increasing the SNR;

• cheaper amplifiers with a higher noise figure FN can be adopted;
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Last but not least, since the proposed solution needs a symbol rate and occupies a
bandwidth which are 0.9x those of the traditional solution,

• the overall data rate of the whole wavelength division multiplexing (WDM) system
can be increased by 10%, because the carriers can be packed closer together.

In general,

• the requirements of the electrical and optical components in terms of SNR and/or
symbol rate and hence occupied bandwidth can be relaxed.

This, however, comes to a cost, since the complexity is also increased by a factor 4.3x;
according to the Moore’s law [81,82], this corresponds to a time span of 3–4 years, which
means that, in principle, the proposed solution should be feasible by the time this work
is published.

The least complex combination can be regarded to as a way to reduce the complexity,
rather than to increase the reach (or any of the other benefits listed above): if complexity
is an issue and one is willing to accept a reach reduced by one fourth (−1.2 dB correspond
to ≈ −0.24%, see table 6.14) or, equivalently, to compensate somewhere else for this loss,
the complexity can be knocked down by 80% by switching to the proposed solution.

6.4.4. DE AWGN model: comparison
Figure 6.15 shows graphically the information reported numerically in table 6.11, “rescaled”
by the complexity of the traditional solution as explained in section 6.4.3.

The best combination ( )

• gains 7.2− 10 log10 (2 · 8/9 · 239/255)− 7.6 + 10 log10 (3 · 2/3 · 239/255) ≈ 0.1 dB
over the traditional solution with

• a complexity ≈ 4.8x that of the traditional solution.

The least complex combination ( )

• loses 7.2− 10 log10 (2 · 8/9 · 239/255)− 8.9 + 10 log10 (3 · 2/3 · 239/255) ≈ −1.2 dB
to the traditional solution with

• a complexity ≈ 0.1x that of the traditional solution.

Unfortunately, there are no combinations in the bottom right region of figure 6.15.

6.4.4.1. DE AWGN model: How to use the narrower occupied bandwidth

Contrarily to the NDE case, the gain offered by the proposed solution has shrunk dra-
matically, to the point where moving to a larger constellation becomes questionable.

However, the two solutions target different MIs or, equivalently, have different symbol
rates and hence occupy different bandwidths. In this sense, the best combination can
still be regarded to as a way to reduce the symbol rate, narrow the occupied bandwidth
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Figure 6.15.: Comparison of each combination of a bit mapping of the 2A4P and a
number of LDPC iterations of the 2/3-rate DVB-S2 LDPC code with the
traditional solution over the DE AWGN model. The best and the least
complex combinations highlighted in table 6.11 have here full markers.
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and increase the overall data rate of the whole WDM system, while achieving the same
performance, rather than to increase the reach (or any of the other benefits mentioned
in section 6.4.3.1).

Similar to section 6.4.3, the least complex combination can be regarded to as a way
to reduce the complexity, rather than to increase the reach: if the performance can be
reduced by 1.2 dB (or this loss can be somehow compensated for), the complexity can
be knocked down by 90%.

6.5. Summary
Traditional solutions for 100G long-haul NDE and DE coherent optical communications
systems are usually based on QPSK, PDM and concatenated HD/ SD FEC schemes,
whose 20% OH redundancy is allocated in the bandwidth; traditional solutions hence
target a MI I = 1.67 bpcu per polarisation and have a symbol rate fs = 31.44 GBd.

In this chapter, instead, I proposed some alternative solutions based on the 8-ary
constellations chosen in chapter 5, PDM and a much stronger concatenated HD/ SD
FEC scheme, given by the 2/3-rate DVB-S2 LDPC code and the 16-fold interleaved
ITU-T G.975 RS (255, 239) code, whose 60.04% OH redundancy is allocated mostly in
the constellation and only marginally in the bandwidth; the proposed solutions target a
higher MI I = 1.87 bpcu per polarisation, have a smaller symbol rate fs = 27.95 GBd
and hence occupy a narrower bandwidth.

The choice to use 8-ary constellations brings with it a series of additional challenges.
First of all, I employed IDD between the demapper and the decoder to achieve the full
capacity of a non-binary constellation employing binary codes. I estimated the transfer
characteristics of the demapper and the decoder and resorted on EXIT charts to predict
the performance of all combinations of a transfer characteristic of the demapper, which
depends on the bit mapping (12 for the 8-star, 18 for the 2A4P) and on the SNR, and a
transfer characteristic of the decoder, which depends on the number of LDPC iterations
(10 different values). Finally, assuming approximated versions of the demapper and the
decoder, I estimated the complexity of all combinations.

All results obtained so far were absolute. To put them in perspective, I considered
as term of comparison also a traditional solution reusing as many building blocks as
possible, changing only the constellation (a QPSK with Gray-coded bit mapping) and
the inner code (the 8/9-rate DVB-S2 LDPC code) as well as removing the IDD stage
(since it was not needed); this traditional solution has a 20.03% OH redundancy allocated
in the bandwidth, targets a MI I = 1.67 bpcu per polarisation and has a symbol rate fs
= 31.45 GBd. I estimated its performance (this time by means of a direct simulation)
and its complexity.

In the NDE case, the best combination is given by

• the twelfth bit mapping of figure 6.2 (the most “Gray like”-coded bit mapping)
and

• 20 LDPC iterations; it achieves “quasi error-free” communication at



6.5. Summary 145

• a SNR = 5.9 dB (NCG over uncoded QPSK = 11.8 dB) after

• 18 IDD iterations, requiring

• ≈ 38.92 kspib.

This solution

• is still 1.0 dB away from the theoretical performance of a 8-star over the NDE
AWGN model, but

• is already 0.6 dB beyond the theoretical performance of a QPSK over the NDE
AWGN model; compared to the traditional solution, it

• gains 0.7 dB and

• has a 4.3x higher complexity (feasible within 3–4 years, according to the Moore’s
law),

• with a 0.9x smaller symbol rate and hence narrower occupied bandwidth.

The 0.7 dB gained by the solution proposed could be used to increase the reach by 17%
or, alternatively, to reduce the transmitted power (thereby potentially increasing the
SNR), to deploy longer spans of optical fibres with higher attenuations, to use fewer
amplifiers with higher noise figures or to increase the overall data rate of the whole
WDM system. The 0.9x narrower occupied bandwidth could be used to increase the
overall data rate of the whole WDM system by 10%. Alternatively, the least complex
combination loses 1.2 dB but has a 0.2x lower complexity.

In the DE case the best combination is given by

• the fifteenth bit mapping of figure 6.8 and

• 40 LDPC iterations; it achieves “quasi error-free” communication at

• a SNR = 7.6 dB (NCG over uncoded QPSK = 10.2 dB) after

• 10 IDD iterations, requiring

• ≈ 43.02 kspib.

This solution

• is still 1.0 dB away from the theoretical performance of a 2A4P over the DE
AWGN model, but

• is only 0.1 dB away from the theoretical performance of a QPSK over the DE
AWGN model; compared to the traditional solution, it

• gains 0.1 dB and
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• has a 4.8x higher complexity,

• with a 0.9x smaller symbol rate and hence narrower occupied bandwidth.

The 0.1 dB gain translates to a negligible increase in reach; however, this combina-
tion can still be used to increase the overall data rate of the whole WDM system by
10%. Alternatively, the least complex combination loses 1.2 dB but has a 0.1x lower
complexity.



7. Conclusions
The research presented in this work was performed between February 2010 and Jan-
uary 2015, when the first 100G long-haul coherent optical communications systems were
coming to market. All these systems follow the same approach: quadrature phase-shift
keying (QPSK), polarisation division multiplexing (PDM) and forward error correction
(FEC) redundancy allocated in the bandwidth, a technique referred to in this work
as bandwidth expansion (BE). Since the occupied bandwidth cannot be increased in-
definitely, the general consensus was to use FEC solutions with a maximum of 20%
redundancy.

However, once the constellation and the redundancy (as well as the channel model) are
fixed, reliable transmission of information can be achieved only above a certain minimum
signal-to-(additive-)noise ratio (SNR). This limit cannot be beaten by improving the
electrical and optical components (the approach followed in the early days of optical
communications), but only by changing the constellation. This is the core of Ungerböck’s
proposal, to use “larger than strictly needed” constellations and to allocate there the
FEC redundancy, a technique referred to in this work as constellation expansion (CE).
The “bet” is that the stronger codes more than compensate for the increased minimum
required SNR needed by the larger constellations, leading to systems that overall achieve
the targeted bit error rate (BER) for lower optical signal-to-noise ratios (OSNRs).

The solutions for 100G long-haul non differentially encoded (NDE) and differentially
encoded (DE) coherent optical communications systems proposed in this work are based
both on BE and on CE, since they use

• larger 8-ary constellations (the next step after QPSK),

• PDM and

• a (much) stronger FEC solution, whose redundancy is allocated
– mostly in the constellation and only
– marginally in the bandwidth and

whose higher complexity is still (or will soon become) reasonable.

In particular,

• the redundancy allocated in the CE comes from a very hardware-aware standard-
ised iterative soft-decision (SD) low-density parity-check (LDPC) code, the 2/3-
rate LDPC code from the digital video broadcasting – satellite – 2nd generation
(DVB-S2) standard [66], which is needed to achieve quickly the targeted BER;

147
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• the redundancy allocated in the BE comes from a very well-known classic algebraic
hard-decision (HD) Reed-Solomon (RS) code, the 16-fold interleaved RS (255, 239)
code from the Telecommunication Standardization Sector of International Telecom-
munication Union (ITU-T) G.975 standard [67], which is needed to clean up po-
tential error-floors of the first one.

The proposed solution is hence a concatenated SD/ HD FEC scheme with an overall
code rate R = 2/3 · 239/255 ≈ 0.62, corresponding to a 60.04% overhead (OH) and a
symbol rate fs = 27.95 GBd.

In order to maximise the performance of the proposed solutions, certain steps have
been taken:

• the need for more accurate channel models was discussed, which take into account
also the (residual) phase noise beside the additive one.
Phase noise is a known problem already in other kinds of communications (wired,
such as communications over twisted pair or coaxial cable, as well as wireless, such
as satellite or mobile communications). However, optical communications have to
cope with larger amounts of phase noise, mostly due to the larger linewidths of their
oscillators, the light amplification by stimulated emission of radiations (LASERs),
and to the non-linear effects, which are always present but become detrimental
once the launch power grows beyond a certain threshold.
In chapter 5, it was shown that the phase noise can reduce considerably the mutual
information (MI) that QPSK and other constellations can achieve over the NDE
additive white Gaussian noise (AWGN)/ wrapped phase white Gaussian noise
(wPWGN) model and the DE AWGN/ wPWGN model. It was also shown that,
however, its effect on the MI can be neglected for signal-to-phase-noise ratios
(SPNRs) > 15 dB.
In chapter 4, using the estimators presented in chapter 3, it was shown that in 100G
long-haul NDE and DE coherent optical communications systems representing old
and modern wavelength division multiplexing (WDM) system, even when operated
in highly non-linear regimes and hence dominated by

– (homogeneous) intra-channel and/or
– homo- or heterogeneous inter-channel non-linearities,

the SPNR is always above this threshold. All the more must this then be the
case for practical 100G long-haul NDE and DE coherent optical communications
systems operating in realistic regimes. The conclusion was hence that the phase
noise can be neglected and that channel models considering only additive noise
can still be used;

• the 8-ary constellations that achieved the targeted MI for the lowest SNR or,
equivalently, the highest potential gain over the QPSK, were used.
In chapter 5, it was shown that these constellations are
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– the 8-star over the NDE AWGN model and
– the 2 amplitude- 4 phase-shift keying (2A4P) over the DE AWGN model;

• iterative demapping and decoding (IDD) was employed to achieve the full capacity
of the chosen 8-ary constellations with a binary LDPC code.
In chapter 6, all bit mappings admitted by the two chosen constellations were iden-
tified. The performance of all “bit mapping-number of LDPC iterations” combina-
tions were investigated by means of extrinsic information transfer (EXIT) charts.
It was shown that the best combinations were:

– the 8-star with µ12,G and NLDPC = 20 over the NDE AWGN model, achieving
“quasi error-free” communication at an OSNR = 9.4 dB, corresponding to a
net coding gain (NCG) over the uncoded QPSK = 11.8 dB, and

– the 2A4P with µ15 and NLDPC = 40 over the DE AWGN model, achieving
“quasi error-free” communication at an OSNR = 11.1 dB, corresponding to
a NCG over the uncoded QPSK = 10.2 dB.

A solution following the traditional approach was also considered as a term of compar-
ison, useful to gain some insight into the performance and into the complexity of the
proposed solutions.

In chapter 6, this solution was obtained reusing as many building blocks as possible
and consisted of QPSK, PDM, 8/9-rate DVB-S2 LDPC code and 16-fold interleaved
ITU-T G.975 RS (255, 239) code, with a higher overall code rate R = 8/9 · 239/255
≈ 0.83, corresponding to a lower 20.03% OH, a larger symbol rate fs = 31.45 GBd
and hence most of all a wider occupied bandwidth. All bit mapping-number of LDPC
iterations combinations were compared with this solution. It was shown that to achieve
“quasi error-free” communication,

• the best combination over the NDE AWGN model needs a 0.7 dB lower SNR for
a 4.3x higher complexity and

• the best combination over the DE AWGN model needs a 0.1 dB lower SNR for a
4.8x higher complexity.

On the other side of the spectrum are the least complex combinations, which in both
cases require a 1.2 dB higher SNR but for a 0.2x or 0.1x lower complexity.

7.1. Outlook
Being one of the first works in its direction (at least to the best of my knowledge), this
work has only scratched the surface of what could be done. Also, by definition FEC
is at the two very ends of a communications system and many things can happen in
between that can have an impact on it. In this section, I will briefly touch upon some
parts of this work that I would have liked to study in even more depth, as well as some
directions that I wish research will look into in the future.
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7.1.1. Other amounts of CE and BE, other codes

In this work, Ungerböck’s idea has been applied to 100G long-haul NDE and DE coherent
optical communications systems and two specific solutions have been proposed with
certain amounts of CE and BE. However, his idea is very general and nothing prohibits
to consider larger amounts of CE and/or BE, for instance

• a 16-ary constellation in lieu of the 8-star or the 2A4P (corresponding to a 100%
CE) and/or

• a symbol rate fs = 31.44 GBd in lieu of 27.95 GBd (corresponding to a 20% BE).

Of the two, the second idea sounds more promising. The first idea, which would allow
space for an even stronger inner code with 100% redundancy, would probably result in
only marginally better performance (as shown in chapter 5, at least the 16-ary constel-
lations considered in this work have only few tenths of dB higher potential gain over
the QPSK), but also in an even higher complexity. Moreover, all bit mappings of the
chosen 16-ary constellations should be identified and the performance of all bit mapping-
number of LDPC iterations combinations should be investigated, which might become
unfeasible.

The second idea, which would allow space for a slightly stronger outer code with 20%
redundancy, would probably be able to translate an even higher pre-FEC BER down
to the same targeted post-FEC BER. Note that in this case all performance metrics
(theoretical limits, potential gain over the QPSK, potential NCG over the uncoded
QPSK) should be recalculated, as the occupied bandwidth and the targeted MI would
be different.

Alternatively, the approach presented in this work (50% CE, 6.69% BE) could be
maintained, but the building blocks could be different. The search among the bit map-
pings of the two chosen constellations is indeed exhausted, but other codes with the
same OHs could be used. The 2/3-rate LDPC code from the DVB-S2 standard [66]
represented a good compromise between performance and complexity, but

• inner codes with transfer characteristic that better match those of the SD demap-
pers could achieve the targeted a posteriori MI for lower SNRs, however possibly
for higher complexities: if the two transfer characteristics are very close, many
bounces and hence more IDD iterations are needed. On the other hand,

• more advanced outer codes could manage with a lower targeted a posteriori MI;
this in turn could mean that less IDD iterations could be needed, reducing the
complexity of the IDD scheme. Finally,

• inner codes with even sparser parity-check matrix could exhibit lower complexity,
however possibly with worse performance.
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7.1.2. Data-aided DSP, larger iterative loops
Digital signal processing (DSP) is a huge field by itself and fine-tuning it is an art form:
countless Ph.D. theses have been (and will be) written on these topics, so by no means
this work pretends to have covered it all. Since DSP is part of the channel seen by the
SD demapper and FEC decoder, I would like to see studies on the effects of the former
on the latter in presence of non-linear effects.

In the laboratory experiments, I optimised the blind DSP algorithms to minimise
the BER. This resulted in Gaussianly distributed counter-rotated and translated (CRT)
received constellations with more or less (depending on the experiment) impulsive auto-
and cross-correlation functions of their real and imaginary parts. It would be interesting
to study whether the residual correlations can be removed with a different optimisation
of the same DSP algorithms or even different DSP algorithms.

In the same experiments the blind DSP struggled (and sometimes even failed) to
converge at low OSNRs. Unfortunately, this is exactly the direction in which FEC
“pushes” a communications system: reduce the minimum SNR (equivalently, increase
the pre-FEC BER) at which the targeted post-FEC BER is achieved. If the DSP cannot
converge at such low SNRs, it becomes the performance limiting factor.

Convergence at low SNRs can probably be improved by further optimizing the DSP
algorithms, but at a certain point the limits of blind DSP will be reached. Beyond
these limits, it will be necessary to switch to data-aided DSP, in which few pilot symbols
(which can also be seen as “redundancy”, for which space must then also be made) are
introduced at regular intervals in the transmitted symbols. Data-aided DSP is more
robust against cycle-slips, which in turn can make DE encoding as well as techniques
such as multisymbol detection (MSD) [63] – which could have been adopted to close (or
at least narrow) the gap between NDE and DE systems [83] – superfluous; in other words,
only 100G long-haul NDE coherent optical communications systems would be needed,
which are those that gain the most from CE. The laboratory experiments presented in
this work could thus be redone, this time with a data-aided DSP, and from a comparison
of the two important insights could definitely be gained: for instance, I expect the
contribution of the DSP to the “setup SNR” and the “setup SPNR” to be reduced.

Finally, another possibility is to increase the scope of the iterative scheme, including
also the DSP (or at least part of it) thus creating an iterative DSP, demapping and
decoding (IDDD) scheme. Starting from the end of the chain of DSP algorithms and
going backwards, assuming that some DSP algorithms can be adapted to accept some
kind of a priori information on the symbols, these algorithms could be fed with the
(appropriately adapted) extrinsic information on the bits from the SD decoder of the
inner code. If transfer characteristics similar to those of the demapper and the decoder
presented in this work can be obtained for these algorithms, the performance of the
IDDD scheme could be predicted by means of an extended “tridimensional” version of
the EXIT charts. Assuming for instance that only one DSP algorithm takes part in the
IDDD scheme,

• the DSP algorithm would translate an a priori MI I1 into an extrinsic MI I2,
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• the demapper would translate an a priori MI I2 into an extrinsic MI I3,

• the decoder would translate an a priori MI I3 into an extrinsic MI I4,

• the DSP algorithm would translate an a priori MI I4 into an extrinsic MI I5 and
so on.

For the DSP algorithms used in this work, this would mean starting with the joint
equalisation and carrier recovery stage. This could improve the compensation of the
LASER phase noise, possibly to the point where cycle-slips can be avoided; DE encoding
would then become superfluous, with the same advantages mentioned above when talking
about data-aided DSP. Clearly, the price to pay would be the usual increase of complexity
and latency.

7.1.3. Experiments with larger constellations, more channels and
wider occupied bandwidths

So far, I presented some possible theoretical directions. However, this work contains
also a practical part, the laboratory experiments representing 100G long-haul NDE and
DE coherent optical communications systems with eight neighbouring channels oper-
ating in highly non-linear regime and thus impaired by (homogeneous) intra-channel
non-linearities and/or homogeneous (100G) or heterogeneous (10G) inter-channel non-
linearities. With these experiments, I investigated how non-linear effects caused by the
propagation of

• QPSK modulated channels employing PDM and occupying a bandwidth Bs ≈ 28
GHz and

• on-off keying (OOK) modulated channels occupying a bandwidth Bs ≈ 10 GHz

manifest in the channel “seen by the SD demapper and FEC decoder”.
However, to keep up with the constantly growing domand for more data, larger con-

stellations with various shapes as well as more channels in parallel with wider occupied
bandwidths will be needed (not to store the redundancy, but to increase the bit rate);
to increase reach, higher launch powers, longer transmission links and more optical am-
plifiers will be needed. The question then arises, how does all this reflect in the channel
seen by the SD demapper and FEC decoder?

Qualitatively, the variance of the LASER phase noise increments depends linearly on
the symbol period, so if the latter is reduced because each channel has a wider occupied
bandwidth, the former will decrease. On the other hand, non-linear effects depend on the
total launch power, so if the latter is increased because a higher number of channels with
the same occupied bandwidth or the same number of channels with a wider occupied
bandwidth are transmitted or, finally, because some points of the constellation have
higher power than others, the former will increase. The interaction between the non-
linear effects and the chromatic dispersion (CD) should also be taken into account,
when the channels occupy a wider bandwidth and are spaced further apart. Finally,
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more optical amplifiers means more additive noise. In all these directions a quantitative
analysis would be very interesting.

Note that, in case a constellation with more than one ring is used, the approxi-
mated, counter-rotated and translated (ACRT) NDE AWGN/ phase white Gaussian
noise (PWGN) model must be adapted, because the transmitted symbol does not have
unitary amplitude anymore and hence the counter-rotation operation will change the
variance of the random variable modelling the additive noise.

Also, it might be worth extending this channel model including residual I/Q imbal-
ances in order to make the estimators of the AWGN and the PWGN variances based
on it even more robust. In fact, the underlying assumption of the counter-rotation and
translation operation is that the DSP fully compensates for potential I/Q imbalances
such as the phase difference between the in-phase and quadrature components not be-
ing exactly 90° and/or the two components undergoing slightly different amplification
factors along their paths.

If, instead, residual I/Q imbalances are present, the in-phase and quadrature compo-
nents are mixed together and the received constellation resembles a “stretched” QPSK,
looking like either a diamond or a rectangle. Correspondingly, the CRT received constel-
lation looks like an ellipse “stretched” along one and/or both of its axes; the estimators
will misinterpret this shape and end up overestimating the additive and phase noise
variances or, equivalently, underestimating the SNR and the SPNR. Note that correctly
estimating the SNR is important not only for the laboratory experiments like those pre-
sented in this work or suggested above, but also for practical optical communications
systems, since the corresponding estimated AWGN variance is needed to calculate the
extrinsic log-likelihood ratios (LLRs).

7.1.4. CE and BE for 100G+ long-haul coherent optical
communications systems

The hybrid approach based on CE and BE presented in this work for 100G long-haul
NDE and DE coherent optical communications systems can be applied also to 100G+
long-haul coherent optical communications systems, especially if they are realised in-
creasing the symbol rate and hence the occupied bandwidth and not using larger con-
stellations. In fact, as shown, the benefit of moving from a constellation with m symbols
to a constellation with m+ 1 symbols is maximised for low values of m (in this work m
= 2).

An uncoded 200G long-haul coherent optical communications system employing PDM
can be realised with either

• a constellation with m = 4 bits/symbol with a symbol rate fs = 25 GBd or

• a constellation with m = 2 bits/symbol with a symbol rate fs = 50 GBd,

depending on the reach requirements. In the first case the spectral efficiency (SE) is
doubled but the reach is (in theory) reduced by a factor 0.25x; in the second case,
instead, the SE is the same and the reach is (in theory) the same [84].
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II-VI Incorporated, for instance, announced in 2020 a coherent optical transceiver
which, when operated at 200G, has a reach of 2000 km [85] and [86]

uses 64-GBaud QPSK modulation, which enables longer reach than alterna-
tives based on 32-GBaud 16QAM modulation.

To transmit twice the optical data unit 4 (ODU4) nominal bit rate of Rb ≈ 104.79 Gbps
an uncoded system would need a symbol rate fs = 52.4 GBd: this solution is hence
using a BE = 22.14%.

It has, in other words, parameters very similar to those of the traditional solution
used in this work as term of comparison, with the exception of the symbol rate and
hence of the occupied bandwidth. Hence, assuming that their system is NDE and that
their FEC solution (not disclosed) has performance similar to the FEC scheme I used
for the traditional solution, replacing the QPSK with a 8-star would guarantee the same
advantages as for the solutions I proposed in this work: a 0.7 dB lower OSNR and a
0.9x smaller symbol rate and hence narrower occupied bandwidth, for a 4.3x higher
complexity.

Finally, a 200G long-haul coherent optical communications system can also be realised
pairing two 100G long-haul coherent optical communications systems very close to each
other in frequency, a technique known as “dual carrier”. Even in this case CE and BE
can be used separately on each 100G system, with the smaller symbol rate and hence
narrower occupied bandwidth becoming a particularly interesting feature.

The next step is 400G long-haul coherent optical communications system. Even when
they employ PDM, these systems will most likely be realised with a constellation with m
= 4 bits/symbol, most likely a 16 quadrature amplitude modulation (QAM), and when
uncoded a symbol rate fs = 50 GBd. This is the way chosen by II-VI Incorporated for
the same transceiver when operated at 400G [86] and by Acacia [87], among others. In
this case CE becomes less attractive, for the reasons mentioned above.



A. Estimation of the transfer
characteristics

The idea is to

1. choose a certain a priori MI Iaµ−1 or Iaν−1 ,

2. generate Nbits encoded bits Be,i,

3. generate (not calculate!) their a priori LLRs Λa,i
µ−1 or Λa,i

ν−1 knowing already that
the corresponding a priori MI will equal the value Iaµ−1 or Iaν−1 chosen at step 1,

4. calculate the extrinsic LLRs Λe,i
µ−1 or Λe,i

ν−1 from the a priori LLRs Λa,i
µ−1 or Λa,i

ν−1 (in
two different ways for the demapper and the decoder), and finally

5. calculate the extrinsic MI Ieµ−1 or Iaν−1 corresponding to the extrinsic LLRs Λe,i
µ−1

or Λe,i
ν−1 .

A.1. Generate a priori LLRs corresponding to a given a
priori MI

For the sake of readability in the following I will only refer to the demapper, leaving to
the reader’s goodwill the task to substitute Λa,i

µ−1 with Λa,i
ν−1 to adapt the formulas to the

decoder.
Clearly the problem is the step 3, since normally one

1. calculates, not generates, the LLRs and

2. calculates the MI from the LLRs (and the bits), not generates the LLRs from the
MI.

Luckily, ten Brink noted that [68,70]

the extrinsic information LLRs Λe
ν−1 (i.e. Λa

µ−1) as fed back from the outer
decoder are almost Gaussian distributed. Additionally, large interleavers
keep the a priori LLRs Λa

µ−1 fairly uncorrelated over many iterations.
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Hence he suggested to generate the a priori LLRs Λa,i
µ−1 according to a normal distribution

with mean 1/2 ·B′
eσ

2
Λa
µ−1

and variance σ2
Λa
µ−1

, solving the first problem. Note that B′
e is

the encoded bit Be scaled and translated to be either −1 or +1,

B′
e = 2Be − 1 =

{
−1 , if Be = 0

+1 , if Be = 1,
(A.1)

since the LLRs must be symmetrically distributed around 0. Note also that mean and
variance are related, which means that the distribution of the a priori LLR Λa

µ−1 is
described by only one parameter; this will prove useful in the following. Hence

−3σΛa
µ−1

− 1

2
σ2
Λa
µ−1

≤ Λa
µ−1 ≤ +3σΛa

µ−1
+

1

2
σ2
Λa
µ−1

99.73% of the times.
As for the second problem, under the assumption that the a priori LLR Λa

µ−1 is Gaus-
sianly distributed, he knows its conditional probability density function (pdf) condi-
tioned on B′

e,

p
Λa
µ−1

∣∣∣B′
e
(λa

µ−1

∣∣b ) = 1√
2πσ2

Λa
µ−1

e

− 1
2

λa
µ−1− 1

2 bσ2
Λa
µ−1

2

σ2
Λa
µ−1 . (A.2)

Multiplying (A.2) by the pdf of B′
e, assumed to be uniformly distributed,

pB′
e
(b) =

1

2
, b ∈ {−1,+1}, (A.3)

he obtains the joint pdf of the a priori LLR and the bit pΛa
µ−1 ,B

′
e
(λa

µ−1 , b), and summing
the latter over b ∈ {−1,+1} he gets the pdf of the a priori LLR pΛa

µ−1
(λa

µ−1).
As usual, the a priori MI Iaµ−1 can be written as the expectation over B′

e and the a
priori LLR Λa

µ−1 of the following function,

log2(

p
Λa
µ−1

∣∣∣B′
e
(Λa

µ−1

∣∣∣B′
e )

pΛa
µ−1

(Λa
µ−1)

). (A.4)

In [68] ten Brink calls this quantity J(σ2
Λa
µ−1

),

Iaµ−1 , J(σ2
Λa
µ−1

) =
∑

b∈{−1,+1}

∫ +∞

−∞
pΛa

µ−1 ,B
′
e
(λa

µ−1 , b) log2(

p
Λa
µ−1

∣∣∣B′
e
(λa

µ−1

∣∣∣b )
pΛa

µ−1
(λa

µ−1)
)dλa

µ−1 , (A.5)

but does not say how to calculate it; this time I used the definition itself, numerically
integrating (A.5) [57] instead of estimating it via Monte Carlo (MC), as I did in chapter
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Figure A.1.: A priori MI as a function of the variance of the a priori LLRs.

5, since I had a closed form of the three pdfs p
Λa
µ−1

∣∣∣B′
e
(λa

µ−1

∣∣∣b ), pΛa
µ−1 ,B

′
e
(λa

µ−1 , b) and
pΛa

µ−1
(λa

µ−1). An approximated version is also available [79,88]; nonetheless, I decided to
calculate it to gain more insight in the topic and because, once I calculated and saved
it, I could store it and look it up when needed.

Figure A.1 shows the a priori MI Iaµ−1 as a function of the a priori LLR variance σ2
Λa
µ−1

.
As it can be seen the function is monotonically increasing and thus reversible, so it can

be used swapping the x- and the y-axis to know which variance σ2
Λa
µ−1

the a priori LLR
Λa

µ−1 must have in order to have a certain a priori MI Iaµ−1 , solving the second problem.

A.2. Calculate the extrinsic LLRs from the a priori LLRs
Once I had a way to generate a priori LLRs Λa,i

µ−1 or Λa,i
ν−1 corresponding to a given a

priori MI I fed them to the demapper or to the decoder and obtained the extrinsic LLRs
Λe,i

µ−1 or Λe,i
ν−1 .

A.2.1. Demapper for the NDE AWGN model
For each bit mapping µk and each SNR:

1. I generated Nbits encoded bits Be,i according to (A.3);

2. I generated their a priori LLRs Λa,i
µ−1 according to a normal distribution with mean

1/2 ·B′
eσ

2
Λa
µ−1

and variance σ2
Λa
µ−1

obtained interpolating figure A.1;
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3. I mapped the encoded bits Be,i to Nbits/3 transmitted symbols Xj with the chosen
bit mapping µk;

4. I generated the AWGN samples Nj according to (2.6), with the AWGN variance
corresponding to the chosen SNR;

5. I obtained the received symbols Yj according to (2.1);

6. I calculated the extrinsic LLRs of the three bits adapting the formulas reported
in [89,90] to the case of an 8-ary constellation:

Λe,2
µ−1 = ln(

p(000)e
Λa,1

µ−1e
Λa,0

µ−1 + p(001)e
Λa,1

µ−1 + p(010)e
Λa,0

µ−1 + p(011)

p(100)e
Λa,1

µ−1e
Λa,0

µ−1 + p(101)e
Λa,1

µ−1 + p(110)e
Λa,0

µ−1 + p(111)
), (A.6)

Λe,1
µ−1 = ln(

p(000)e
Λa,2

µ−1e
Λa,0

µ−1 + p(001)e
Λa,2

µ−1 + p(100)e
Λa,0

µ−1 + p(101)

p(010)e
Λa,2

µ−1e
Λa,0

µ−1 + p(011)e
Λa,2

µ−1 + p(110)e
Λa,0

µ−1 + p(111)
), (A.7)

Λe,0
µ−1 = ln(

p(000)e
Λa,2

µ−1e
Λa,1

µ−1 + p(010)e
Λa,2

µ−1 + p(100)e
Λa,1

µ−1 + p(110)

p(001)e
Λa,2

µ−1e
Λa,1

µ−1 + p(011)e
Λa,2

µ−1 + p(101)e
Λa,1

µ−1 + p(111)
), (A.8)

where I call

p(b2b1b0) , pY |X (y|µk(b2, b1, b0)) (A.9)

for space reasons. The quantity pY |X (y|µk(b2, b1, b0)), clearly given by (2.7), rep-
resents the information coming from the channel, i.e. the probability that the
symbol y has been received given that the symbol to which the bit mapping µk

maps the bits b2, b1, b0 has been transmitted. Note that, in order to calculate the
extrinsic MI of one bit, only the a priori MIs of the other bits are used;

7. I generated Nbits = 9 · 106 bits, corresponding to 3 ·106 symbols.

A.2.2. Decoder
The procedure to obtain the extrinsic LLRs for the decoder was similar to the one
described in the previous section.

In particular, I skipped the steps from 3 to 5 and I replaced the step 6, obtaining for
each number of LDPC iterations NLDPC the extrinsic LLRs of the n bits Λe

ν−1 using the
built-in functions of the Communications Toolbox of MATLAB ®. These functions [77]

performs LDPC decoding using the belief-passing or message-passing algo-
rithm, implemented as the log-domain sum-product algorithm

and are optimised for speed, since they can be run on the graphics processing unit
(GPU) [78]. I generated Nbits ≈ 9 · 106 bits, corresponding to 139 code words.
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A.2.3. Demapper for the DE AWGN model
The procedure to calculate the extrinsic LLRs of the demapper over the DE AWGN
model was very similar to the one presented in the previous section, the only differences
being that

• I now mapped the Nbits generated encoded bits Be,i to Nbits/3 transmitted transi-
tions Tj with the chosen bit mapping µk;

• I generated the first (previous) transmitted symbol X1 according to (2.2);

• I obtained the following transmitted symbols according to the DE function (2.28);

• I calculated the extrinsic LLRs of the three bits adapting (A.6), (A.7) and (A.8)
to the DE case. It turned out that (A.6), (A.7) and (A.8) are still valid once the
information coming from the channel (A.9) (where the dependency on the chosen
bit mapping µk is present) is adapted as follows:

p(b2b1b0) , pY1,Y2|T (y1, y2|µk(b2, b1, b0)). (A.10)

The quantity pY1,Y2|T (y1, y2|µk(b2, b1, b0)), clearly given by (2.36), represents the
information coming from the channel, i.e. the probability that the symbols y1, y2
have been received given that the transition to which the bit mapping µk maps
the bits b2, b1, b0 has been transmitted.

A.3. Calculate the extrinsic MI corresponding to given
extrinsic LLRs

Once I had the extrinsic LLRs Λe,i
µ−1 or Λe,i

ν−1 I could have estimated their variance and
interpolated again figure A.1 to obtain the corresponding extrinsic MI; however, I pre-
ferred to use the definition itself, in order not to have to rely on the assumption that
the extrinsic LLR is Gaussianly distributed.

In fact, even the extrinsic MI Ieµ−1 can be written as expectation over B′
e and the

extrinsic LLR Λe
µ−1 of a function similar to (A.4), this time with the conditional pdf of

the extrinsic LLR conditioned on the bit p
Λe
µ−1

∣∣∣B′
e
(λe

µ−1

∣∣∣b ), the joint pdf of the extrinsic
LLR and the bit pΛe

µ−1 ,B
′
e
(λe

µ−1 , b) and the pdf of the extrinsic LLR pΛe
µ−1

(λe
µ−1).

Since this time no closed form for these three pdfs is known, I estimated the first one
by opportunely scaling (such that the integral of the pdf over the real axis would be 1)
the histograms of the extrinsic LLR Λe

µ−1 relative to B′
e = 0 and those relative to B′

e =
1; the histograms had 103 bins.

Multiplying it by (A.3) I obtained the second one and summing the latter over b ∈
{−1,+1} I got the third one.

Finally, I approximated the integral
∫ +∞
−∞ dλe

µ−1 from the definition of expectation with
a sum.
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A.4. Calculate the a posteriori MI from the a priori MI
and the extrinsic MI

The a posteriori LLRs are given by the sum of the a priori LLRs and the extrinsic LLRs,

Λp,i
ν−1 = Λa,i

ν−1 + Λe,i
ν−1 . (A.11)

Under the assumption that both the a priori LLR and the extrinsic LLR are Gaussianly
distributed and uncorrelated [68,70], also the a posteriori LLR is Gaussianly distributed
and uncorrelated, with variance given by the sum of the variances of the a priori LLR
and the extrinsic LLR:

σ2
Λp

ν−1
= σ2

Λa
ν−1

+ σ2
Λe
ν−1

. (A.12)

Hence, interpolating as usual figure A.1 I can calculate:

Ipν−1 = J(J−1(Iaν−1) + J−1(Ieν−1)). (A.13)

A.5. Estimate the BER vs. SNR curves of the
traditional solution

For each SNR:

1. I generated Nbits· 8/9 information bits according to (A.3);

2. I encoded the information bits into Nbits encoded bits Be,i with the built-in func-
tions of the Communications Toolbox of MATLAB ® [91];

3. I mapped the encoded bits Be,i to either Nbits/2 symbols Xj (in the NDE case)
or Nbits/2 transitions Tj (in the DE case) with the Gray-coded bit mapping. In
the DE case I also generated the first (previous) transmitted symbol X1 according
to (2.2) and I obtained the following transmitted symbols according to the DE
function (2.28);

4. I generated the AWGN samples Nj according to (2.6), with the AWGN variance
corresponding to the chosen SNR;

5. I obtained the received symbols Yj according to (2.1);

6. I calculated the a posteriori LLRs Λp,i
µ−1 according to [89,90] and setting the a priori

LLRs Λa,i
µ−1 to zero;

7. I took the sign of the a posteriori LLRs Λp,i
µ−1 and I obtained the estimated encoded

bits B̂e,i;
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8. I decoded the a posteriori LLRs Λp,i
µ−1 with the built-in functions of the Communi-

cations Toolbox of MATLAB ® [77, 78] and I obtained the estimated information
bits;

9. I estimated the pre-FEC BER and the post-FEC BER;

10. in order to speed up the simulation, I generated a number of information bits
Nbits· 8/9 which depended on the expected post-FEC BER, ranging from Ncwk =
22 · 57600 ≈ 106 to Ncwk = 2200 · 57600 ≈ 126 · 106, where Ncw is the number of
code words. Correspondingly, the number of generated encoded bits Nbits ranged
from Ncwn = 22 · 64800 ≈ 106 to Ncwn = 2200 · 64800 ≈ 143 · 106.
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