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Abstract

Impact ionization (II) has a strong influence on the characteristic of
nanoscale transistors. In fact, when the transistors are down-scaled dras-
tically, the electric field increases significantly, which leads to a strong effect
of hot carriers in these devices. To understand these II activities, it is nec-
essary to know the II rate of the applied material. Together with relaxed
Si, uniaxially strained Si and biaxially strained SiGe are becoming popular
applied materials to enhance the performance of MOSFETs and fast HBTs
(heterojunction bipolar transistors), respectively. This dissertation focuses
on developing a model for calculating the II rate for relaxed and strained
materials. The model follows the constant-matrix-element approach and has
exact energy and momentum conservation during the calculation of the six-
dimensional integral in k-space. II coefficients and quantum yield for relaxed
Si, strained Si and strained SiGe are calculated through Full-band Monte
Carlo (FB-MC) simulations. A good agreement between simulation and ex-
perimental data for relaxed Si is obtained.

Besides the negative effects of II on nanoscale devices such as noise per-
formance degradation or breakdown voltage reduction, it also has positive
effects, e.g. in the case of Impact-Ionization MOSFET (IMOS). This device
bases on a controlled avalanche breakdown to overcome the subthreshold
limit of 60 mV/dec in conventional MOSFETs. However, the device requires
a too high operating voltage and suffers from serious damage by hot carriers
to the oxide layer. The vertical IMOS, which works on a dynamic reduction
of the threshold voltage due to the floating body charged by the II process,
was shown to have a better performance than the lateral IMOS. Hence, this
dissertation uses numerical device simulators to investigate and optimize this
device. The developed II model which is integrated into an existing MC sim-
ulator has been shown to be able to model and simulate the vertical IMOS
transistors made of relaxed Si, strained Si or strained SiGe.

The Hydrodynamic model is combined with FB-MC in order to investi-
gate I-V characteristics of the vertical IMOS. For vertical relaxed-Si-IMOS,
it is proven that a good agreement between simulations and experimental
measurements of the device’s characteristics can be obtained by using this
approach. The simulation results show that the performance of the verti-
cal IMOS can be enhanced by a layer of strained SiGe placed between the
drain and the channel. Finally the noise performance of these devices is also
investigated.



Zusammenfassung
Stoßionisation hat einen starken Einfluss auf Transistoren der Nanogröß-

enordnung. Wenn Transistoren drastisch verkleinert werden, führt das stärkere
elektrische Feld zu deutlich erhöhten Auswirkungen von heißen Ladungsträgern
auf die Transistoreigenschaften. Um die Auswirkungen besser zu verstehen
ist es notwendig die Stoßionisationsraten der verwendeten Materialien zu
kennen. Zusätzlich zu unverspanntem Silizium werden häufig sowohl uni-
axial verspanntes Silizium, als auch biaxial verspannte Silizium-Germanium
Legierungen verwendet um die Leistung von MOSFETs und HBTs zu verbessern.
Diese Dissertation beschreibt ein Model für die Berechnung der Stoßionisa-
tionsraten für unverspannte und verspannte Materialien. Dem Model liegt
der Konstante-Matrix-Elemente-Ansatz zu Grunde und erfüllt Energie- und
Momentumserhalt bei der Lösung des sechs-dimensionalen Integrals im k-
Raum. Stoßionisationskoeffizienten und Quantenausbeute für unverspanntes
Si, verspanntes Si und verspanntes SiGe werden mit der Full-Band Monte
Carlo (FB-MC) berechnet. Gute Übereinstimmung zwischen Simulation und
Experiment wird erreicht.

Neben den negativen Auswirkungen von Stoßionisation auf Transistoren
der Nanogrößenordnung hat diese auch positive Effekte z.B. auf Impact-
Ionization MOSFETs (IMOS). Dieser Transistor basiert auf einem kontrol-
lierten Lawinendurchbruch um die subthreshold Grenze von 60 mV/Dekade
in konventionellen MOSFETs zu überwinden. Allerdings braucht dieser
Transistor eine zu hohe Betriebsspannung und leidet unter ernsthaften Schäden
von heißen Ladungsträgern in der Oxidschicht. Der vertikale IMOS, der
mit einer dynamischen Reduzierung der threshold Spannung auf Grund der
Ladung des Floating Body durch Stoßionisation arbeitet, hat eine bessere
Leistung als der horizontale IMOS. Deshalb wird in dieser Dissertation dieser
Transistor mittels numerischer Simulation untersucht und optimiert. Die
Tauglichkeit des Modells zur Modellierung und Simulation von vertikalen
IMOS Transistoren wird mit der Integration des entwicklten Stoßionisations-
model in einen bestehenden MC-Simulator gezeigt. Der IMOS besteht hierbei
aus unverspanntem und verspanntem Si, sowie aus verspanntem SiGe.

Das hydrodynamische Modell wird mit FB-MC kombiniert um die Strom-
und Spannungsbeziehungen des vertikalen IMOS zu untersuchen. Für den
vertikalen Si-IMOS mit unverspanntem Silizium wird bewiesen, dass gute
Übereinstimmung von Simulation und experimentellen Messungen der Tran-
sistoreigenschaften mit diesem Ansatz erreicht werden kann. Die Simulation-
sergebnisse zeigen, dass die Leistung eines vertikalen IMOS durch eine Schicht
verspannten Silizium-Germaniums zwischen Drain und Channel besser wird.
Abschließend wird die Rauschleistung dieser Transistoren untersucht.
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Chapter 1

Introduction

1.1 Motivation
Since the declaration of CMOS nano-technology era in 1999, according to

the International Technology Roadmap for Semiconductors (ITRS), CMOS
transistors will be continuously down-scaled as fast as expected from Moore’s
law to the size of under 10 nm, which is considered as “beyond CMOS” era in
2020. Together with this aggressive down-scaling, ITRS 2009 also points out
the grand challenges which semiconductor industry has to face. One of them
is the management of power and leakage power consumption. This challenge
is considered as the top priority to be tackled for both short (to 2017) and
long term (beyond 2017) [51].

Indeed when the device becomes smaller, the supply voltage VD has to be
reduced in order to decrease the dynamic power of the devices and to ensure
a reliable operation. Moreover, to maintain the magnitude of saturation
current, the threshold voltage VT needs to be lowered as well [68,69,86,126].
It is also well known that conventional MOSFETs suffer from the limitation
of the subthreshold slope S due to the diffusion of carriers from the source
to the channel of the device. This limit is 60 mV/dec at room temperature.
Since the static leakage current ILEAK is related to the subthreshold slope S
by

ILEAK = ID|VG=VT
10−VT /S, (1.1)

ILEAK will rise by many orders of magnitude when the threshold voltage is
reduced by just a factor of two, which leads to serious problems for short
devices.

This limit can be overcome by devices which use either gate-controlled
band-to-band tunneling, named Tunnel-FETs [6–8,12,71,79,113,121], or im-
pact ionization, named impact ionization MOSFETs (IMOS) [17, 18, 21–23,
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34,41–43,84,85,88,101,118–120], as mechanisms for the injection or genera-
tion of charge carriers. However, the Tunnel-FET has the drawback of very
low on-currents, and the lateral IMOS which uses the effect of avalanche
breakdown in a gated p-i-n diode needs high supply voltages and suffers
from rapid degradation due to hot carriers. Therefore, vertical IMOS was
introduced as a promising candidate to tackle these disadvantages.

The vertical IMOS has the structure of a planar-doped barrier MOSFET
with a floating body. It has been introduced and investigated extensively
by experiments [2–5]. This IMOS is not based on avalanche breakdown like
the lateral IMOS. Instead, the holes generated by impact ionization charge
the floating p-body and cause a dynamic reduction of the threshold voltage,
which leads to an extremely fast rising drain current in the subthreshold re-
gion. In [3], a very good subthreshold slope of 1.06 mV/dec at VD = 2.25 V
has been obtained from this IMOS. Moreover, this device offers the mecha-
nisms for mitigating the damages by hot electrons almost completely [4] and
shows the capability of working properly under high temperatures [2].

However, the shown device has also limitations including a low switching
speed, remarkable hysteresis and still high supply voltage. Further improve-
ment of the device should be done, not only by experiments but also by
device simulations. Compared to experiments, simulations are more effec-
tive to explore the behavior of the device as well as offer insights into device
mechanisms. For example, in [75], through 2D device simulations, it is found
that double-gated vertical IMOS transistors with a very thin body region
(e.g. 50 nm) can have very high Ion/Ioff ratios and high switching speeds.
Unfortunately the necessary supply voltage is still too high. Reducing the
required drain voltage in IMOS transistors is a great challenge and the topic
of ongoing research (e.g. [88]).

Among numerical device simulators, Full-band Monte Carlo (FB-MC) is
considered the most reliable method for a solution of the Boltzmann transport
equation [54]. The results from MC simulator are often taken as a reference
for other simplified models. The biggest disadvantage of this method is a
requirement of a huge processing capacity and time. However, with the
fast development of CPU capacity and its decreasing prices, large clusters
comprising of many CPUs become feasible for small laboratories. Parallel
processing is also taken advantage of dealing tons of jobs simultaneously.
The Monte Carlo method, hence, is used as a main simulator in this work
for simulating IMOS, together with other moment-based simulators such as
the Hydrodynamic model.

For developing MC simulator applicable to investigate the activities of
hot carriers in IMOS, knowledge of impact ionization (II) rates for the chan-
nel material should be known. II in relaxed Si has been calculated with ab
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initio methods as well as experimentally measured by many authors, and
a satisfactory agreement between theoretical calculations and experimental
results has been reached [38]. However, there are few reports (both theory
and experiment) of the II rates for strained Si and SiGe [32], which might be
alternative materials for IMOS due to their smaller band gap (and hence ex-
pected higher ionization capability). Therefore an appropriate model which
is capable of calculating II rates for materials under different stress or strain
conditions should be developed.

Such an II model can also be applied to investigate hot carriers in nanoscale
devices such as MOSFETs with strain channels or SiGe heterojunction bipo-
lar transistors (HBT), which are the main innovators for semiconductor in-
dustry today [27, 40, 70]. Indeed, when the device shrinks drastically, the
electric field increases significantly. This fact leads to a high number of hot
carriers in the device. In MOSFETs, it is shown that the substrate current
due to II is a key quantity for monitoring device degradation [50, 114]. In
bipolar transistors, II is the cause for breakdown and the open-base break-
down voltage decreases with every new device generation. In addition, II
degrades the noise performance [97].

1.2 Scope of work
From the above background and motivation, this dissertation will focus

on the following tasks:

• Band structure calculation: Band structures for uniaxially and biaxi-
ally strained Si and SiGe are calculated by an empirical nonlocal pseu-
dopotential method, which is available in-house [123]. However, an
appropriate program should be developed to treat the large number of
data and save individual properties of each strained material.

• Impact ionization calculation: A model for calculating II rates will be
developed. Then the II rates for relaxed Si, uniaxially and biaxially
strained Si and SiGe will be calculated.

• Developing Monte Carlo simulator: Such an II model will be integrated
into the existing Full-band Monte Carlo simulator [59] to make this
simulator capable of simulating impact ionization effects of strained Si
and SiGe.

• Modeling and simulating IMOS: The developed FB-MC will be used
to model and simulate IMOS. Moreover a combination with Hydro-
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dynamic model from GALENE III [1] will be used to investigate this
device.

• Optimizing IMOS: The developed simulators will be used to optimize
IMOS by strain engineering.

• Noise investigation: One of the main problems of IMOS is its high level
of noise. Therefore, investigating its noise performance is a necessary
part of this dissertation.

1.3 Structure
This dissertation consists of six chapters. After Chapter 1 of introduc-

tion, Chapter 2 will summarize the basic equations which are considered the
cornerstones for the Monte Carlo and other moment-based simulators. The
overview of the Monte Carlo method, as well as its application for device sim-
ulation, is also presented here. Chapter 3 discusses the properties of strained
Si and SiGe. The main focus is how the strain changes band structures and
electrical properties of the material. It brings an overview of the properties
of all strained types which are applied in this work. The empirical nonlocal
pseudopotential method is also discussed. The model for calculating impact
ionization rates is described in detail in Chapter 4. The theory background,
calculation approach and the results of II for relaxed Si, strained Si and
strained SiGe are also shown in this chapter. Chapter 5 focuses on impact
ionization MOSFETs. Different types of IMOS, which have got the attention
of the research community, are reviewed. Then a description of the inves-
tigated vertical IMOS is given. This chapter also presents the optimization
of IMOS by strain engineering and the noise performance of these devices.
Finally, Chapter 6 concludes the dissertation.
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Chapter 2

Monte Carlo simulator for
nanoscale devices

2.1 Basic equations for the electrical trans-
port in semiconductor devices

In this section, basic equations for the electrical transport in semiconduc-
tor devices are summarized. First the Boltzmann transport equation (BTE),
which is the base for the classical theory of transport, is presented. Then the
Poisson equation is discussed.

2.1.1 The Boltzmann transport equation
The fundamental quantity in the classical transport theory is the carrier

distribution function fn(r,k, t), which gives the occupation probability of a
“state” characterized by a band index n, wave vector k and space vector r
at time t. The Boltzmann transport equation which describes the transport
phenomena in the semiclassical approach [53,81]

∂fn

∂t
+ k̇ · ∇kfn + ṙ · ∇rfn =

(
∂fn

∂t

)

coll

, (2.1)

where the right-hand side is the rate of change of fn due to collisions. This
is the general BTE which is applied to different fields of transport theory.

A more concrete form of the BTE equation should be derived. On the
left, we can replace the rate of change of momentum k̇ and distance ṙ over
time by the following relations

k̇ = q

h̄
(E + v ×B) = 1

h̄
Fn (2.2)
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and
ṙ = 1

h̄
∇kε(k) = v, (2.3)

where q is the positive electron charge, h̄ is Planck’s constant divided by 2π,
E and B are the electric and magnetic field respectively, Fn is the electro-
magnetic force and v is the group velocity of the particle’s wave packet.
Eqs. (2.2) and (2.3) are called motion equations. Then eq. (2.1) can be
rewritten

∂fn

∂t
+ FT

n

1
h̄
∇kfn + vT∇rfn =

(
∂fn

∂t

)

coll

. (2.4)

The collision term on the right-hand side of eq. (2.4) is caused by the
imperfections of the ideal lattice, including phonons. The total scattering at
a given phase unit is calculated from the in-scattering and out-scattering pro-
cesses. The scattering events are characterized by a transition rate Sn,n′(k,k′),
which is the rate of particles scattered from state k (band index n) to state
k′ (band index n′). After taking the Pauli exclusion principle into account,
the probability of transition from state k to state k′ is given by

P (k → k′) = Sn,n′(k,k′)fn(k)(1− fn′(k′)). (2.5)
The scattering rate is achieved by summing P (k → k′) in eq. (2.5) over

all possible states k′ at all bands n′ as follows

P (k) =
∑

k′,n′
Sn,n′(k,k′)fn(k)(1− fn′(k′)). (2.6)

The summation over k space can be replaced by the integration over the
whole Brillouin zone (BZ)

Pout(k) = Ω
(2π)3

∑

n′

∫

BZ

Sn,n′(k,k′)fn(k)(1− fn′(k′))d3k′, (2.7)

where Ω is the volume of the crystal. Here Pout refers to the probability of
scattering out of the state k per unit time. Similarly, we have the scattering
rate Pin, which refers to the probability of scattering into the state k from
all states k′

Pin(k) = Ω
(2π)3

∑

n′

∫

BZ

Sn′,n(k′,k)fn′(k′)(1− fn(k))d3k′. (2.8)

Therefore, the net charge in the distribution function due to scattering is
given by the difference (Pin(k)− Pout(k))
(
∂fn

∂t

)

coll

= Ω
(2π)3

∑

n′

∫

BZ

[Sn′,n(k′,k)fn′(k′)(1− fn(k))

− Sn,n′(k,k′)fn(k)(1− fn′(k′))]d3k′. (2.9)
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The collision term in eq. (2.9) makes the BTE in eq. (2.4) nonlinear.
The technique used to solve the nonlinear BTE is based on a self-consistent
iteration scheme of a linear version of the BTE, which is derived by dropping
the Pauli exclusion principle and assuming the independence of the transition
rate and force from the distribution function and time [59]. The following
parts, hence, limit the discussion to the linear BTE of the following expression

∂fn

∂t
+ FT

n

1
h̄
∇kfn + vT∇rfn +Sn(k)fn = Ω

(2π)3

∑

n′

∫

BZ

Sn′,n(k′,k)fn′(k′)d3k′,

(2.10)
where the scattering rate Sn(k) is obtained by simplifying the scattering rate
Pout in eq. (2.7)

Sn(k) = Ω
(2π)3

∑

n′

∫

BZ

Sn,n′(k,k′)d3k′. (2.11)

2.1.2 The Poisson equation
The Poisson equation (PE), together with the BTE, is the cornerstone

of semi-classical device simulation. While the BTE describes the evolution
of the distribution function within a simulation domain, the electrostatic
potential is covered by the Poisson equation. In self-consistent Monte Carlo
simulations, which will be presented in Sec. 2.2.4, these two equations are
solved in a self-consistent manner.

In the eddy current free approximation, the quasi-static potential Ψ(r, t)
is given by the Poisson equation (PE) [52]

∇T
r (ǫ∇rΨ) = −̺, (2.12)

where ̺ is the space charge density and ǫ is the dielectric constant which
depends on the material type.

A device is composed of different types of materials such as Si and oxide.
Therefore for solving the PE equation, the whole device is split into different
regions, for example the region of semiconductor material (Si, Ge, SiGe), of
oxide, of vacuum or void [59]. At the interfaces between regions, the potential
must be continuous

Ψl(r, t) = Ψr(r, t), (2.13)
where Ψl and Ψr are the potential on the left and right side of the interface
respectively. Moreover, the displacement density must satisfy the following
condition

ǫl(r)El
⊥(r, t) + ǫr(r)Er

⊥(r, t) = q̄, (2.14)
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where E⊥ is the electric field component perpendicular to the interface with
orientation into the region and q̄ is the interface charge density.

To solve the PE, two types of boundary conditions are applied to assure
an unique and physically reasonable solution inside the bounded region [52].
One is Neumann type, which is used on the surface of the simulation region,
as

ǫ(r)E⊥(r, t) = 0 (2.15)
and the other is Dirichlet type, which is used on the contacts of regions

Ψ(r, t) = V i, (2.16)

where V i is the inner potential of the contact.

2.2 Monte Carlo simulator
2.2.1 Introduction of the Monte Carlo method

The Monte Carlo (MC) method refers to the technique using random
numbers for solving a problem. The possibility of applying the MC method
to deterministic problems was noticed by Fermi, von Neumann and Ulam and
then was popularized in different fields [46]. It is shown that each integral
can be represented as an expected value and the problem of estimating an
integral by the MC method is equivalent to the problem of estimating an
unknown parameter [96].

For example, the MC method is used to evaluate the following integral

I =
∫ b

a

g(x)dx (2.17)

The integral I can be rewritten as

I =
∫ b

a

g(x)
fX(x)fX(x)dx, (2.18)

assuming that fX(x) is any distribution function, which means fX(x) > 0
when g(x) 6= 0 and

∫ b

a
fX(x)dx = 1. Then the integral in eq. (2.18) is

expressed by its expected value

I = E

[
g(X)
fX(X)

]
, (2.19)

where X is a random variable distributed according to fX(x).
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For the sake of illustration, assuming that

fX(x) =
{

1/(b− a), if a < x < b,
0, otherwise; (2.20)

then
E[g(X)] = I

b− a
, (2.21)

and
I = (b− a)E[g(X)]. (2.22)

An unbiased estimator of I is its sample mean

θ = (b− a) 1
N

N∑

i=1
g(Xi). (2.23)

The variance of θ is calculated by E(θ2)− E2(θ), and the result is

varθ = 1
N

[
(b− a)

∫ b

a

g2(x)dx− I2
]
. (2.24)

The MC estimate for the integral I is done by the following steps:

• Generate a sequence of N random numbers.

• Compute variables Xi, i = 1, ..., N .

• Compute g(Xi), i = 1, ..., N .

• Compute the sample mean θ according to eq. (2.23).

We can see that since the factorization of the integrand is not unique, dif-
ferent random variables can be introduced depending on the choice of the
function fX . All of them have the same expected value, but different vari-
ance.

The application of the MC method in device simulations stems from the
fact that the BTE can be transformed into an integral equation by a formal
integration. The pioneering work in this field was done in 1966 by Kurosawa,
who was the first to apply the MC method to simulate carrier transport in
semiconductors [76]. Then different MC methods were successfully applied to
transport calculations in a variety of semiconductors, for example in [35,54,
87]. In the next section, the Monte Carlo solver for the Boltzmann equation
is presented.

9



2.2.2 The Monte Carlo solver for the Boltzmann equa-
tion

If we call variable x to stand for the particle state [n, r,k], the integral
form of the linearized BTE at (2.10) is described as [35,53,74]

p(x, t;x0, t0) = p0(x, t;x0, t0) +
∫ t

t0

∫ ∫
p0(x, t;x′1, t1)S(x′1;x1)

p(x1, t1;x0, t0)dx′1dx1dt1, (2.25)

where p0(x, t;x0, t0) is the conditional probability density that a particle
found at the time t0 in the state x0 appears at t in the state x without
being scattered

p0(x, t;x0, t0) = δ(x− xNew(t;x0, t0))exp
(
−
∫ t

t0

S(xNew(τ ;x0, t0))dτ
)
.

(2.26)
xNew is the solution of the equations of motion (2.2) and (2.3) at the time t
for a particle that was at time t0 in the state x0 [59].

The MC algorithm based on eq. (2.25) is called backward MC method.
The usual MC method is based on the conjugate of eq. (2.25) as follows [87]

p(x, t;x0, t0) = p0(x, t;x0, t0) +
∫ t

t0

∫ ∫
p(x, t;x′1, t1)S(x′1;x1)

p0(x1, t1;x0, t0)dx′1dx1dt1. (2.27)

If we insert eq. (2.27) into itself and repeat this step infinite times, we
will get a formal solution known as the Neumann series

p(x, t;x0, t0) = p0(x, t;x0, t0)

+
∫ t

t0

∫ ∫
p0(x, t;x′1, t1)S(x′1;x1)p0(x1, t1;x0, t0)dx′1dx1dt1

+
∫ t

t0

∫ ∫ ∫ t

t1

∫ ∫
p0(x, t;x′2, t2)S(x′2;x2)p0(x2, t2;x′1, t1)

S(x′1;x1)p0(x1, t1;x0, t0)dx′2dx2dt2dx
′
1dx1dt1

+ · · ·

+ ... (2.28)

The terms on the right-hand side of eq. (2.28) can be understood as follows:
the first one is the probability density that a particle is not scattered during
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its propagation from the initial state x0 into the final state x, the second one
is the probability density that the particle is scattered exactly once between
its initial and final state, the third one includes two scattering events and so
forth [59]. Therefore, the conditional probability density p(x, t;x0, t0) can be
written as a sum of all conditional probability densities by

p(x, t;x0, t0) =
∞∑

i=0
pi(x, t;x0, t0) (2.29)

with

pi(x, t;x0, t0) =
∫ t

t0

∫ ∫
pi−1(x, t;x′1, t1)S(x′1;x1)p0(x1, t1;x0, t0)dx′1dx1dt1.

(2.30)
The probability of i scattering events in the interval [t0, t] is given by the
integral of pi over all final states

Pi(t;x0, t0) =
∫
pi(x, t;x0, t0)dx. (2.31)

A self-scattering mechanism is introduced in [35, 53] to avoid the com-
plexity of the relation of scattering rate on the particle state x in eq. (2.26)
by the following form

Sself (x′;x) = (Γ− S(x))δ(x′ − x), (2.32)

and hence the total scattering rate is calculated by

Stot(x) =
∫
Sself (x′, x)dx′ + S(x) = Γ. (2.33)

In eqs. (2.32) and (2.33), Γ is a constant which must be larger than the
scattering rate S(x) for all possible states x. Now, the probability for i scat-
tering events in the interval [t0, t] including self-scattering can be determined
independently from the initial state x. They have a Poisson distribution

Pi(t; t0) = (Γ(t− t0))i

i! exp(−Γ(t− t0)). (2.34)

It is shown that the MC method can reproduce exactly the motion of
particles, which consists of a series of instantaneous scattering events and
collisionless accelerations by external forces [35, 54, 76, 87], from eq. (2.29).
The simulation procedure is illustrated in Fig. 2.1. Basically, there are four
steps:
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Figure 2.1: Flowchart of the MC method for a simulation within a duration
T [59].

• Step 1: Determine the collisionless flight by the following equation [59]

tscat = t0 −
1
Γln(1− r), (2.35)

where r is a uniformly distributed random number within [0, 1).

• Step 2: Determine the particle state x from eqs. (2.2) and (2.3) by

x = xNew(tscat;x0, t0). (2.36)

• Step 3: One of the physical scattering processes (see Sec. 2.2.3) or self-
scattering is selected randomly by the direct method [91] which can be
described briefly as follows. An integer random number i is calculated
with a discrete version of the direct method

i :
i−1∑

j=1
Pj < r ≤

i∑

j=1
Pj, (2.37)

where Pj is the probability of the jth event and r is a uniformly dis-
tributed random number.
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• Step 4: The final state after scattering is generated with the probability
density

pa
i (x′) = Si(x′;x)

Si(x) , (2.38)

where the final wave vector is selected by the rejection technique [56,59],
band index and wedge are determined randomly by the direct method
(eq. (2.37)). The rejection method used to generate a random number
x with a probability density p(x) (p(x) is bounded) can be explained
briefly as follows. First, a random number x1 is generated with a
probability p̃(x) with

Mp̃(x) ≥ p(x), (2.39)
where M is a positive and finite constant. p̃(x) is modeled in such a
way that it reproduces p(x) as good as possible. Moreover, a closed
form of the inverse distribution function F−1(r) corresponding to p̃(x)
must exist to generate x1 with a uniformly distributed random number
r1 (x1 = F−1(r1)). Second, x1 is accepted if the following condition
holds

p(x1) > r2Mp̃(x1), (2.40)
where r2 is another uniformly distributed random number. If x1 is re-
jected, the whole procedure is repeated with two new random numbers
r1 and r2. The expected value of the number of rejection steps is M .

2.2.3 Scattering mechanisms
Carrier transport in semiconductors is affected by scattering mechanisms.

In MC simulations, the scattering effects also help the simulation to converge.
The most important sources of scattering in the bulk of homogeneous crystals
are phonons, impurities and other carriers [53].

Generally, the scattering rates Sn′,n(k′,k) for the scattering processes can
be calculated by the Fermi golden rule [81]. However, the ab initio calcula-
tions are very difficult due to the complexity of the matrix element of the
interaction. A number of simplified models have been suggested. Therefore,
in this context, the simplified models or empirical models, which have good
approximations to experimental results, will be applied.

• Phonon scattering: The transition rates of [13, 54] together with the
approach from [115] are used. Moreover, the electron-phonon transition
rate outside of the first conduction band is multiplied with a fitting
factor so that a good fitting for both phonon scattering and impact
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ionization with experimental data is achieved [37]. The details of this
fitting procedure is presented in Chapter 4.

• Impurity scattering: The Brooks-Herring (BH) model is applied for
the ionized impurity scattering due to its simplicity [53]. However,
since this model cannot correctly describe the mobility at high doping
concentration [19, 36, 73], an empirical correction of the model is used
to modify the Brooks-Herring scattering rate SBH(k′,k) as [59]

SCBH(k′,k) = ζ(Na, Nd)SBH(k′,k), (2.41)

where SCBH is the corrected scattering rate, ζ(Na, Nd) (Na: density of
acceptors, Nd: density of donors) is chosen in such a way that the sim-
ulated mobility µ exactly reproduces the following Caughey-Thomas
(CT) expression for the minority and majority mobility of both carrier
types in relaxed silicon [16]:

µ = µCT
min + µCT

max − µCTmin

1 +
(

Na+Nd

NCT
ref

)αCT . (2.42)

• Alloy scattering: In disordered alloys such as SiGe, alloy scattering
refers to the fluctuations of composition, which is a source of scattering
for electron eigenstates of the homogeneous system [53]. The scattering
rate is calculated according to the model developed by Harrison and
Hauser [47].

• Surface roughness scattering: When a carrier moves at the surface of
a definite region, or at the interface between two different regions, the
corrugations of the potential profile at the interface can cause scatter-
ing, which is called surface roughness scattering [53]. In this context,
a simple approach consisting of reflective and diffusive scattering is
used [89,98]. In the case of diffusive scattering, the particle is elastically
scattered back into the silicon with a uniform probability distribution
on an equienergy surface. The probability for a diffusive scattering
event is 14% in the case of electrons and 13% in the case of holes.

• Impact ionization: This is an electron-electron or hole-hole interaction
process via Coulomb forces, which creates new electrons or holes. The
details of this process, together with all related calculations, are pre-
sented in Chapter 4.
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2.2.4 Device simulation
The Monte Carlo method applied to the device simulation has two types:

Nonself-consistent (NS) and self-consistent (SC). Nonself-consistent is a spe-
cial case which the MC simulation is performed for a given electric field. This
topic is addressed in Chapter 5. In this part, self-consistent device simulation
is presented.
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Figure 2.2: Flowchart of the self-consistent MC device simulation [59].

For SC simulations, the MC solver and the Poisson equation (PE) have to
be solved self-consistently [49]. The flow chart of a SC-MC device simulation
is shown in Fig. 2.2. The steps are described as follows:

• Step 1: The MC simulation is performed for a given time step length
∆t.
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• Step 2: After the particle simulation with a duration ∆t, the PE is
solved to evaluate the space charge and the electrostatic potential.

• Step 3: Calculate sample statistics, then applying the multiple-refresh
technique [45,57,117] to speed up the simulation process and enhance
the variance of the estimates.

• Step 4: If t < Tsim, continue the simulation. New electric field and
potential are given to the MC simulation. It is noted that for MC
simulations based on the electric field at the beginning of the time
step, the method is a forward Euler scheme which is stable only for
short time steps.

2.3 Moment-based simulators
Instead of solving the BTE directly, it is common to consider only some

moments of the distribution function. A moment is obtained by multiplying
the distribution function with a suitable weight function Φ(r,k) and inte-
grating it over k space [44,104]

〈Φ〉 = 2
(2π)3

1
n(r, t)

∑

n

∫

BZ

Φ(r,k)f(r,k, t)d3k, (2.43)

where n(r, t) = 2
(2π)3

∑
n

∫
BZ

f(r,k, t)d3k is the particle density. If the BTE
(2.10) is applied to n〈Φ〉, we can get the following balance equation [59]

∂(n〈Φ〉)
∂t

− n〈FT 1
h̄
∇kΦ〉+∇T

r j〈Φ〉 − n〈vT∇rΦ〉 = −n〈S{Φ}〉, (2.44)

where j〈Φ〉 is a generalized flux

j〈Φ〉 = n〈vΦ〉 (2.45)

and the scattering term S{Φ} is given by

S{Φ} = Ω
(2π)3

∑

n′

∫

BZ

Sn′,n(k′,k)(Φn − Φn′)d3k′. (2.46)

In most cases, the scattering term can be presented through a relaxation
time approximation

〈S{Φ}〉 ≈ 〈Φ〉 − 〈Φ〉eq
τΦ

, (2.47)

where 〈〉eq is the expectation in the case of thermal equilibrium.
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The quantity n〈Φm〉 is called the mth moment of the distribution function
and the corresponding equations of motion mth moment of the BTE. Based
on the lower order moments, the transport models for electrons (hence the
following quantities are subscripted with n) are derived as follows:

• m = 0: We have
〈Φ〉 = 1, jn = n〈v〉, F = 0. (2.48)

A conservation law for the electron density n is obtained by putting the
quantities of eq. (2.48) into eq. (2.44)

∂n

∂t
+∇rjn = GII , (2.49)

where GII is the generation rate due to II. Eq. (2.49) is also called the
continuity equation.

• m = 1: We have
〈Φ〉 = 〈v〉 (2.50)

and eq. (2.44) for this 〈Φ〉 can be written as

∂jn
∂t

− n〈m̂−1〉∇r(Ec − qΨ) + n〈m̂−1∇rε〉

+
(
∇T

r [n〈vvT 〉]
)T − n〈vT∇rvT 〉 = − jn

τjn
,

(2.51)

where Ec is the conduction band edge, which is the minimum energy of
all conduction bands. To simplify this equation, some approximations
have to be used. First, the group velocity is separated into position
and wave vector dependent factors v(r,k) = g(r)v(k) [61]; hence

∇rvT = ∇rg

g
vT (2.52)

and
〈vT∇rvT 〉T = 〈vvT 〉∇rg

g
. (2.53)

Second, the dynamic electron temperature T ⋆
n is defined by

3
2kBT

⋆
n = 1

2m
⋆
n〈v2〉, (2.54)
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where the mass m⋆
n is calculated under equilibrium conditions with the

lattice temperature T0 by

1
m⋆

n

=
〈

1
m

〉eq

= 〈v2〉eq
3kBT0

. (2.55)

The expected value of the inverse mass is eliminated by the introduction
of a new relaxation time τ ⋆

jn
〈

1
m

〉
τjn =

τ ⋆
jn
m⋆

n

. (2.56)

Due to the definition of the effective density of state (over all conduction
bands) Nc [110]

Nc =
∑

n∈c.b.

∫ ∞

0
Dn(ε)exp

(
− ε

kBT0

)
dε, (2.57)

(Dn: density of state) the following relation holds for the gradient of
the energy under equilibrium conditions

〈∇rε〉eq = −kBT0
∇rNc

Nc

. (2.58)

From eq.(2.58), together with the scalar approximation for 〈m̂−1∇rε〉
in Tab. 2.1, the position-dependent force is calculated by

〈∇rε

m

〉
≈ −kBT

⋆
n

m⋆
n

∇rNc

Nc

. (2.59)

Other scalar approximations of matrix-valued quantities (also quanti-
ties for the case m = 2 below) can be found in Tab. 2.1. From the above
approximations, the final balance equation for the current density jn is
obtained

jn + τjn
∂jn
∂t

=
τ ⋆

jn
m⋆

n

∇r(Ec − qΨ)− τjn

m⋆
n

(
∇r(nkBT

⋆
n)− nkBT

⋆
n

∇rNc

Nc

)
.

(2.60)

• m = 2: We have
〈Φ〉 = 〈ε〉. (2.61)

The average energy wn and energy current density sn are defined by

wn = n〈ε〉 (2.62)
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Table 2.1: Approximations for matrix-valued quantities [116]
Matrix-Like Scalar-Like
〈m̂−1〉 = 1

h̄2∇k∇T
kε(k) 1

3Tr〈m̂−1〉
〈vvT 〉 1

3v2

〈m̂−1∇rε〉 〈∇rε
m
〉

〈m̂−1ε+ vvT 〉 1
3Tr〈m̂−1ε〉+ 1

3v2

〈m̂−1ε∇rε〉 〈 ε∇rε
m
〉

〈εvvT 〉 5
6

〈v2〉2
Tr〈m̂−1〉

and
sn = n〈εv〉. (2.63)

The balance equation for the energy is written as

∂ωn

∂t
−jTn∇r(Ec−qΨ)+n〈vT∇rε〉+∇T

r sn−n〈vT∇rε〉 = −n〈ε〉 − 〈ε〉
eq

τωn

.

(2.64)
With the assumption of a negligible energy generation by II and a new
energy relaxation time τ ⋆

wn

〈ε〉 − 〈ε〉eq
τwn

= 3kB

2
T ⋆

n − T0

τ ⋆
wn

, (2.65)

the final balance equation for the energy density ωn becomes

∂wn

∂t
+∇T

r sn = jTn∇r(Ec − qΨ)− p
3kB

2
T ⋆

n − T0

τ ⋆
wn

. (2.66)

The balance equation for the energy current density is

∂sn

∂t
− n〈m̂−1ε+ vvT 〉∇r(Ec − qΨ) + n〈m̂−1ε∇rε〉

+ (∇T
r [n〈εvvT 〉])T − n〈vT∇rεvT 〉T = − sn

τsn

.

(2.67)

Matrix-valued quantities in eq. (2.67) are also approximated by scalars
(see Tab. 2.1). Then further following approximations are applied.
First, the term involving the position-dependent velocity is simplified
similarly to eqs. (2.52) and (2.53)

〈vT∇rεvT 〉T = 〈εvvT 〉2∇rg

g
. (2.68)
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Second, the position-dependent force is simplified similarly to eq. (2.59)
〈
ε∇rε

m

〉
≈ − 15

2Tr〈m̂−1〉

(
kBT

⋆
n

m⋆
n

)2 ∇rNc

Nc

. (2.69)

In addition, a new relaxation time τsn is defined
〈
ε

m
+ v2

3

〉
τsn = 5

6〈v
2〉τ ⋆

sn
. (2.70)

Moreover, if the gradient of the expected value of the inverse mass is
neglected

∇r
3

Tr〈m̂−1〉 ≈ 0, (2.71)

the final equation for the energy current density sn is given by

sn + τsn

∂sn

∂t
= n

5kBT
⋆
nτ

⋆
sn

2m⋆
n

∇r(Ec − qΨ)

− 5τ ⋆
sn
τjn

2m⋆
nτ

⋆
jn

(
∇r[n(kBT

⋆
n)2]− n(kBT

⋆
n)2∇rNc

Nc

)
.

(2.72)

The Hydrodynamic (HD) model for electrons takes into account eqs. (2.49),
(2.60), (2.66) and (2.72). It means the particle density, current density, par-
ticle gas temperature and energy current density are considered. Since the
first order derivatives in eqs. (2.60), (2.66) and (2.72) cause numerical prob-
lems [59], these derivatives are omitted in the GALENE simulator [1]. As the
relaxation times are smaller than one picosecond, this limits the HD model
to frequencies below 100 GHz, which is sufficient for modeling devices in the
scope of this dissertation.

The Drift diffusion (DD) model assumes that carriers are always in equi-
librium with the lattice, i.e. Tn = Tp = TL. Therefore, the Einstein relation
between diffusion coefficient Dn and mobility µn of Dn = kBTµn/q can be
applied to get the well-known expression

jn = −qµnn∇rΨ + qDn∇rn. (2.73)

2.4 Summary
In conclusion, Monte Carlo stands on the highest level for an exact so-

lution of the BTE. Different scattering mechanisms can be included. It can
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represent well nonlocal effects, which are very essential in simulating devices
with a high electric field. However, it is time and CPU-consuming. HD and
DD are alternative solutions, which are much faster (of course with the loss
of the accuracy, especially nonlocal effects). Therefore, depending on the
requirements and devices, the appropriate model should be chosen.

One more advantage of the Monte Carlo method is that it is able to
investigate the devices with strained channels when the band structures of
these materials are known. As the band structure data get more realistic,
the result from Monte Carlo simulations becomes more reliable. The next
chapter will discuss the properties of the strained materials and the method
for calculating their band structures to obtain the most realistic data.
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Chapter 3

Strain engineering

3.1 Stress - strain under elasticity condition
The property of solid materials to deform under the application of an

external force and to regain their original shape after the removal of the
force is referred to as its elasticity. The external force applied on a specified
area is known as the stress, while the amount of the deformation is called
the strain. In this section, the theory of stress and strain, as well as their
interdependence is discussed.

3.1.1 Stress
Assuming that a solid object oriented in Cartesian coordinates under the

action of a number of forces along different directions in which the vector
sum of these forces is zero. Take a slice orthogonal to the x-direction and
define a small area on this slice as ∆Ax, the total force acting on this small
area can be written by

∆F = ∆Fx · êx + ∆Fy · êy + ∆Fz · êz, (3.1)

where êx, êy, êz are the unit vectors in Cartesian coordiate system. As ∆F is
the total force acting only on ∆Ax, the magnitude of ∆F will change when
∆Ax changes. Therefore, we can define the following scalar quantities

σxx = lim
∆Ax→0

∆Fx

∆Ax

, σxy = lim
∆Ax→0

∆Fy

∆Ax

, σxz = lim
∆Ax→0

∆Fz

∆Ax

. (3.2)

The subscripts i and j in σij refer to the plane and the force direction,
respectively. Similarly considering slices orthogonal to the y and z-directions,
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we obtain

σyx = lim
∆Ay→0

∆Fx

∆Ay

, σyy = lim
∆Ay→0

∆Fy

∆Ay

, σyz = lim
∆Ay→0

∆Fz

∆Ay

, (3.3)

and
σzx = lim

∆Az→0

∆Fx

∆Az

, σzy = lim
∆Az→0

∆Fy

∆Az

, σzz = lim
∆Az→0

∆Fz

∆Az

. (3.4)
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Figure 3.1: Components of a stress tensor.

Fig. 3.1 shows components of a stress tensor. For a static equilibrium,
we have σij = σji. Hence, only six independent scalar quantities are left and
they can be arranged in a matrix form to yield a stress tensor as

σ̂ =




σxx σxy σxz

σxy σyy σyz

σxz σyz σzz


 (3.5)

3.1.2 Strain
A body under an elastic deformation experiences an internal restoring

force. The amount of deformation caused is called strain. There are two
types of strain: normal strain and shear strain. Normal strain is the change
in length in a given direction divided by the initial length in that direction.
Shear strain is the complement of the angle between initially perpendicular
segments.
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When a force is applied on a solid object, the object may be transformed,
rotated and deformed. For example, we have two points at locations l and
l + dl; then under stress these points are moved to the locations l + u(l) and
l+dl+u(l+dl). The absolute squared distance between the deformed points
can then be obtained as [9]

∑

i=x,y,z

(dli + ui(l + dl)− ui(l))2 =
∑

i=x,y,z

(
dli +

∑

j=x,y,z

∂ui

∂lj
dlj

)2

. (3.6)

Since dl is considered to be a small displacement, a Taylor expansion around
l can be performed, which gives for the the absolute squared distance

∑

i

(
dli +

∑

j

∂ui

∂lj
dlj

)2

=
∑

i

dl2i + 2
∑

i,j

dli
∂ui

∂lj
dlj +

∑

i,j,k

∂ui

∂lj
dlj
∂ui

∂lk
dlk,

(3.7)
where k = x, y, z. Since the first term in eq. (3.7) is the squared distance
between the points in the relaxed system, the change in the squared distance
caused by strain becomes

D(dl) =
∑

i,j

dli

(
∂ui

∂lj
+ ∂uj

∂li

)
dlj +

∑

i,j,k

∂uk

∂li

∂uk

∂lj
dlidlj

=
∑

i,j

dli

[(
∂ui

∂lj
+ ∂uj

∂li

)
+
∑

k

∂uk

∂li

∂uk

∂lj

]

︸ ︷︷ ︸
2εij

dlj

= 2
∑

i,j

dliεijdlj, (3.8)

where εij are defined to be the components of a strain tensor. If the strain is
small enough such that ∂uk

∂li
≪ 1 holds, resulting tensor components can be

simplified to
εij = 1

2

(
∂ui

∂lj
+ ∂uj

∂li

)
(3.9)

The strain tensor is therefore symmetric, i.e. εij = εji. Consequently, the
strain tensor ε̂ comprises six independent components similarly to the case
of the stress tensor

ε̂ =




εxx εxy εxz

εxy εyy εyz

εxz εyz εzz


 . (3.10)
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Table 3.1: Elastic stiffness constants cij in GPa and elastic compliance con-
stants sij in 10−12m2/N [78].

c11 c12 c44 s11 s12 s44
Si 166.0 64.0 79.6 7.67 -2.13 12.6
Ge 126.0 44.0 67.7 9.69 -2.50 14.8

The diagonal elements are the normal strains in x, y and z directions, re-
spectively. The off-diagonal terms are shear strains. The engineering shear
strain, denoted as γij, is defined as

γij = εij + εji = 2εij. (3.11)

3.1.3 Stress-strain dependence
Hook’s law of elasticity is an approximation which states that the amount

by which a material body is deformed (the strain) is linearly related to the
force causing the deformation (the stress). The most general relationship
between stress and strain can be mathematically written as

σij = Cijklεij, (3.12)

where Cijkl is a fourth order elastic stiffness tensor comprising 81 coefficients.
However, depending on the symmetry of the crystal, the number of coeffi-
cients can be reduced. For cubic crystals such as Si and Ge, only three
unique coefficients c11, c12 and c44, are not equal to zero. These coefficients
are known as the stiffness constants. As a result, the generalized Hook law
can be written in a matrix form as




σxx

σyy

σzz

σyz

σxz

σxy




=




c11 c12 c12 0 0 0
c12 c11 c12 0 0 0
c12 c12 c11 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c44







εxx

εxy

εxz

2εyz

2εxz

2εxy




(3.13)

Normally we are interested in the strain which arises from a certain stress
condition. The strain components can be obtained by inverting Hook’s law
from eq. (3.12)

εij = Sijklσij, (3.14)
where Sijkl are called the compliance coefficients. Combining eq. (3.12) and
(3.14), we have S = C−1. From three independent elastic stiffness constants,
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we can get three independent compliance coefficients respectively as

s11 = c11 + c12

c2
11 + c11c12 − 2c2

12
, (3.15)

s12 = − c12

c2
11 + c11c12 − 2c2

12
(3.16)

and
s44 = 1

c44
. (3.17)

Therefore eq. (3.13) can be rewritten as



εxx

εyy

εzz

2εyz

2εxz

2εxy




=




s11 s12 s12 0 0 0
s12 s11 s12 0 0 0
s12 s12 s11 0 0 0
0 0 0 s44 0 0
0 0 0 0 s44 0
0 0 0 0 0 s44







σxx

σxy

σxz

σyz

σxz

σxy



. (3.18)

The compliance and stiffness coefficients for pure Si and Ge are listed in
Tab. 3.1. Linear interpolation is used to get respective coefficients for a SiGe
alloy.

Coordinate transformation

It is often required to know the stress in the crystallographic coordinate
system. Consider a coordinate system [x′, y′, z′] in which x′ axis is parallel
to the stress direction. The stress in the crystallographic coordinate system
[x, y, z] can be calculated using the transformation matrix U

U(θ, φ) =




cos θ cosφ cos θ sinφ − sin θ
− sinφ cosφ 0

sin θ cosφ sin θ sinφ cos θ


 . (3.19)

Here θ denotes the polar and φ the azimuthal angle of the stress direction
relative to the crystallographic coordinate system, as shown in Fig. 3.2. In
the system [x′, y′, z′], the stress tensor σ̂′ has only one non-zero component
σ′xx. The stress tensor σ̂ in the crystallographic coordinate system is then
given by

σ̂ = Uσ̂′UT . (3.20)
When a non-zero stress of magnitude P is applied along [100], [110] and

[111] directions, the stress tensors in the principal coordinate system are

σ̂[100] =



P 0 0
0 0 0
0 0 0


 , (3.21)
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σ̂[110] =



P/2 P/2 0
P/2 P/2 0

0 0 0


 (3.22)

and

σ̂[111] =



P/3 P/3 P/3
P/3 P/3 P/3
P/3 P/3 P/3


 . (3.23)

From eqs. (3.21)-(3.23), the corresponding strain tensors can be determined
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Figure 3.2: Stress direction [x′, y′, z′] in the crystallographic coordinate sys-
tem [x, y, z].

as in the form of eq. (3.18)

ε̂[100] =



s11P 0 0

0 s12P 0
0 0 s12P


 , (3.24)

ε̂[110] =




(s11 + s12)P/2 s44P/4 0
s44P/4 (s11 + s12)P/2 0

0 0 s12P


 (3.25)
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and

ε̂[111] =




(s11 + 2s12)P/3 s44P/6 s44P/6
s44P/6 (s11 + 2s12)P/3 s44P/6
s44P/6 s44P/6 (s11 + 2s12)P/3


 . (3.26)

3.2 Strain effects on crystal symmetry and
electronic band structures

3.2.1 Basic properties of diamond structures
Popular cubic semiconductors such as Si or Ge have a diamond structure.

The basis vectors of the direct lattice for such a structure are

a1 = a0

2




0
1
1


 , a2 = a0

2




1
0
1


 , a3 = a0

3




1
1
0


 , (3.27)

where a0 is the lattice constant of a relaxed lattice. A direct lattice vector is
defined as

Ri,j,k = ia1 + ja2 + ka3, (3.28)
where i, j, k are integers. The basis vectors of the reciprocal lattice is related
to the basis vectors of the direct lattice by aibi = 2πδi,j. From eq. (3.27),
they can be calculated by

b1 = 2π
a0



−1
1
1


 ,b2 = 2π

a0




1
−1
1


 ,b3 = 2π

a0




1
1
−1


 . (3.29)

Then a general reciprocal lattice vector has the form

Gi,j,k = ib1 + jb2 + kb3. (3.30)

The first Brillouin zone (BZ) represents the central cell of the reciprocal
lattice and contains all points nearest to the enclosed reciprocal lattice vector.
Their 14 faces are

|kx|+ |ky|+ |kz| = 3
2

2π
a0
, |kx| = 2π

a0
, |ky| = 2π

a0
, |kz| = 2π

a0
. (3.31)

In the case of unstrained crystal, the energy bands are invariant under eight
spatial reflections and six permutations, whose combination results in 48
different symmetry operations. Therefore, the energy band information is
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Figure 3.3: The first BZ of relaxed Si and the first irreducible wedge.

redundant in the full BZ and can hence be reduced to one wedge containing
only 1/48th of the full BZ. Such wedge is called an irreducible wedge [59].
The first irreducible wedge has six corners:

Γ = 2π
a0




0
0
0


 , L = 2π

a0




1/2
1/2
1/2


 , K = 2π

a0




3/4
3/4
0


 ,

W = 2π
a0




1
1/2
0


 , X = 2π

a0




1
0
0


 , U = 2π

a0




1
1/4
1/4


 , (3.32)

and five faces:

kx + ky + kz = 3
2

2π
a0
,

kx = 2π
a0
, kx = ky, ky = kz, kz = 0. (3.33)

The first BZ and the first irreducible wedge is illustrated in Fig. 3.3.
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3.2.2 Strain effects on crystal symmetry
Under homogeneous strain, the basis vectors of the direct lattice of a

crystal a′i is obtained by deforming the vectors ai of an unstrained crystal
by

a′i = (1 + ε̂) · ai, (3.34)
where ε̂ is the strain tensor defined in eq. (3.10). Moreover, the volume Ω′

0
of the strained primitive unit cell is also modified as [123]

Ω′
0 = Ω0(1 + εxx + εyy + εzz), (3.35)

where Ω0 is the primitive unit cell of an unstrained crystal and εxx, εyy, εzz are
the diagonal elements of the strain tensor. The change of the lattice vectors
and cell volume under strain affects the pseudopotential factors, which are
used for band structure calculation (presented in Sec. 3.3.3).

As strain reduces the symmetry of the lattice in the first BZ, the number of
irreducible wedges also changes. Details of the number of irreducible wedges
for different types of strain are also presented in Sec. 3.3.3.

3.2.3 Strain effects on electronic band structures
Any strain can be decomposed into a hydrostatic strain and two types of

shear strain [128]. One type of shear strain is related to the change of lengths
along the three axes and the other is related to the rotation of the axes of
an infinitesimal cube. Since hydrostatic strain does not break the symmetry
of crystals, it only shifts energy levels without lifting band degeneracy. It
is, hence, considered undesirable because of the issues resulting from strain
relaxation, band gap narrowing and MOSFET threshold voltage shifts [80].

Under in-plane (x-y plane) biaxial stress, the resulting strain contains
only the first type of shear strain which lowers the crystal symmetry by
shortening (biaxial tensile stress) or lengthening (biaxial compressive stress)
the z-direction lattice spacing with respect to the x or y direction. Fig. 3.4(a)
illustrates this type of stress. Due to the difference of the z direction with
respect to the other two directions, the conduction band minima of Si along
the z axis split away from those along the x and y direction. The sixfold
degenerate valleys then split in energy into the ∆2 and ∆4 valleys. The case
for the Ge conduction band is different. The biaxial stress has the same effect
on the eight L valleys; therefore L valleys do not split. Band splitting for Si
and Ge is schematically presented in Fig. 3.4(b) [109].

Under uniaxial stress, the resulting strain contains both types of shear
strain. The distortion of the crystal symmetry and the band splitting under
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Figure 3.4: (a) Cubic crystals under in-plane biaxial tensile stress (b) Dia-
grams of band splitting of Si and Ge under in-plane biaxial tensile stress.

a uniaxial stress along the [110] direction are depicted in Fig. 3.5(a) and
Fig. 3.5(b) respectively. Similar to biaxial stress, the Si conduction band
splits into ∆2 and ∆4 valleys due to the nonequivalency between the z and x
and y axes. However, the splitting for the Ge conduction band is different. It
splits into two twofold L valley groups, since the uniaxial stress distinguishes
the 〈111〉 directions according to their projections in the x-y plane [109].

Beside band lifting, band warping is another important difference be-
tween uniaxial and biaxial stress under symmetry breaking. The details of
the band warping can be explored by pseudopotential methods, which are
presented in Sec. 3.3.3. Applying stress along a low symmetry axis causes
more destruction of crystal symmetry and results in a greater band warping
than stress along a high symmetry axis. This is the reason why the valence
bands of uniaxially stressed Si are more asymmetrical than those of biaxially
stressed.
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Figure 3.5: (a) Cubic crystals under a uniaxial compressive stress along the
[110] direction (b) Diagrams of band splitting of Si and Ge under uniaxial
compressive stress.

3.3 Band structure calculation
3.3.1 Pseudopotential method

The pseudopotential approach comes from the fact that the wave function
may have strong spatial oscillations near the core (of the material atom). The
wave function, hence, can be difficult to be solved in this case [128]. This
difficulty can be overcome by dividing the wave function into a smooth part,
called pseudo-wave function, and an oscillatory part. The kinetic energy
from the oscillatory part provides an “effective repulsion” for the valence
electrons near the core; hence we can approximate the strong true potential
by a weaker “effective potential” or pseudopotential for the valence electrons.
Fig. 3.6(a) shows the variation of the pseudopotential in Si along distance r
from the nucleus [25].

The concept of replacing the true potential with a pseudopotential can be
justified mathematically. It was also shown in [25] that both the conduction
and valence band states can be reproduced correctly while the cumbersome
core states are eliminated. Under this approximation, we can write the one-
electron Hamiltonian by

H = p2/2m+ V (r) (3.36)
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Figure 3.6: Schematic plot of the atomic pseudopotential of Si in: (a) real
space and (b) reciprocal space (q1 =

√
3, q2 =

√
8, q3 =

√
11) [25].

and the one-electron Schrödinger equation can be replaced by the pseudo-
wave equation as [

p2

2m + V (r)
]
ψk(r) = Ekψk(r), (3.37)

where ψ is the pseudo-wave-function and V (r) is the pseudopotential. This
function can be used to calculate the physical properties of the semiconduc-
tors which depend on the valence and conduction electrons only.

The pseudopotential can be considered as a simple function of posi-
tion [20]

V (r) =
∑

G
V (G)eiG·r, (3.38)

with
V (G) =

∑

α

Sα(G)Vα(G), (3.39)

Sα(G) = 1
Nα

∑

cellj
e−iG·Rα

j , (3.40)

and
Vα(G) = 1

Ωa

∫

Ωa

V a(r)e−iG·rdr. (3.41)
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In eqs. (3.38)-(3.41), G are general reciprocal lattice vectors defined in eq. (3.30),
Vα(G) are the atomic form factors, Ωa is the atomic volume, Nα is the num-
ber of atomic species α present and Rα

j is the position of the jth atom of
the αth species. Fourier components V (G) are known as the pseudopotential
form factors.

Since pseudopotentials are only small pertubations on free electron band
structures, ψk can be expanded into a sum of plane waves by

ψk = eik·ruk(r) = eik·r
∑

G′

U(G′)eiG′·r, (3.42)

where G′ are general reciprocal lattice vectors and U(G′) are the Fourier
components of the periodic part uk(r).

By substituting eqs. (3.38) and (3.42) into eq. (3.37), we can get the
following equation

∑

G

{[
h̄2(k + G)2

2m − Ek

]
U(G) +

∑

G′

V (|G−G′|)U(G′)
}

= 0 (3.43)

The expression given in eq. (3.43) is zero when each term in the sum is
identically zero, which implies the following condition

[
h̄2(k + G)2

2m − Ek

]
U(G) +

∑

G′

V (|G−G′|)U(G′) = 0 (3.44)

In this way, the band structure calculation is reduced to solving the eigenvalue
problem specified by eq. (3.44). The matrix size and calculation accuracy
depend on the number of reciprocal lattice vectors G′ used.

3.3.2 Nonlocal pseudopotential method
The method discussed in the above section with such approximations is

called the local pseudopotential method. It was proved in [20] that this
local approximation cannot yield results which have a good agreement with
experimental data. Therefore nonlocal pseudopotential should be considered.

In the nonlocal pseudopotential method, the pseudopotential V (r) can
be written as the sum of a local VL and a nonlocal VNL term

V (r) = VL(r) + VNL(r). (3.45)

VNL, which depends on the angular-momentum l, is written as [20]

VNL(r) =
∞∑

l=0
Al(E)fl(r)Pl, (3.46)
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where Al is an energy-dependent well depth, fl is a function simulating the
effect of core states with l symmetry and Pl is a projection operator for the
lth angular-momentum component. fl has a simple form

fl =
{

1 if r < Rl

0 if r ≥ Rl
, (3.47)

where Rl is a cut-off radius. The values of Rl and Al for Si and Ge are
presented in [93].

From this nonlocal pseudopotential, the Hamiltonian in eq. (3.36) will be
adjusted by a nonlocal correction term accordingly. Then eq. (3.43) is solved
to get the respective eigenvalues.

3.3.3 Empirical pseudopotential method
Empirical approach

There are two approaches for calculating band structures according to
the pseudopotential method: One is the empirical pseudopotential method
(EPM) and the other is the ab initio pseudopotential method.

In EPM, pseudopotential form factors are determined by fitting a small
number of experimental data, such as the position of peaks in optical re-
flectivity spectra or features in the photoelectron spectra [128]. The flow
diagram for calculating the band structure with EPM is shown in Fig. 3.7.
The biggest disadvantage of the EPM method is that it requires experimental
data.

The ab initio method determines the pseudopotential form factors from
first principles without any experimental input. This method gives good
results for the ground state properties such as the cohesive energies and
charge density of the valence electrons [128]; however it gives poor results for
the charge density of the conduction electrons. As a result, the EPM method
is preferred.

In this dissertation, EPM also stands for empirical nonlocal pseudopoten-
tial method because only the nonlocal method is used thoroughly. EPM is
applied to calculate the band structures for all investigated materials, includ-
ing relaxed and strained ones.

Band structures for strained materials

The calculation of band structures of strained materials is presented in
detail in Ref. [122] and is applied in this dissertation. When the strain
is included, the following parameters should be adjusted when calculating
band structures:
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Figure 3.7: Flow diagram for calculating band structures with the EPM
method [128].

• Direct lattice vectors and reciprocal lattice vectors: They are mod-
ified by eq. (3.34). These quantities are then used in the expan-
sion of the pseudopotential (eq. (3.38)) and the pseudo-wave-function
(eq. (3.42)) and the normalization of the volume of the strained unit
cell (eq. (3.35)).
The pseudopotential form factors of the strained lattice are obtained
by performing a cubic spline interpolation through the pseudopotential
form factors V0, V3, V8, V11, and V3kF (as in Fig. 3.6(b)). Following [93],
V0 is set to −2EF/3 and V3kF is set to 0, where kF denotes the Fermi
wave vector of the free electron gas.

• Displacement of the central atom in the primitive unit cell: Under
strain, the absolute position of the central atom in the bulk primitive
unit cell is undetermined; hence an additional parameter for the dis-
placement has to be taken into account to obtain this position. This
process is illustrated in Fig. 3.8.

• Number of irreducible wedges: Strain reduces the symmetry of the
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Figure 3.8: Unit cell of the diamond structure with a center atom and
its four nearest neighbors: (a) Unstrained crystal: a1 = a2 = a3 = a4; (b)
Strained crystal: a1 6= a2 6= a3 6= a4; (c) Center atom is displaced to obtain
a1 ≈ a2 ≈ a3 ≈ a4 [122].

first BZ; hence the number of irreducible wedges, which are defined in
Sec. 3.2.1, varies accordingly. Tab. 3.2 shows the number of irreducible
wedges in the first BZ for different strain types.

3.4 Band offsets and band gap for heterostruc-
tures Si1−xGex/Si1−yGey - a special case of
strain

Si/SiGe heterostructure has been integrated widely into the existing sili-
con technology - both in bipolar and MOS applications. The SiGe HBT (het-
erojunction bipolar transistor) has been commercialized in high frequency
and low noise applications. The lattice constant mismatch between the ac-
tive layer Si1−xGex and the relaxed substrate layer Si1−yGey causes the strain
in the active layer, which affects the performance of the device. This part
presents the method for calculating the band offsets and band gap of het-
erostructures. These parameters are necessary for other calculations (e.g.
impact ionization) and device simulations.

The symbol ∆E is used to denote the energy difference between the active
layer and the substrate layer ∆E = E(active)− E(substrate). For a relaxed
Si1−yGey alloy, the lattice constant is given as [93]

a0(y) = a0(Si) + 0.200326y(1− y) + [a0(Ge)− a0(Si)]y2, (3.48)

where a0(Si) and a0(Ge) are the lattice constants of relaxed Si and Ge,
respectively.
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Table 3.2: Number of irreducible wedges (NW) in the first BZ for different
strain types.

Strain type Strain tensor NW
Relaxed material ε̂ = 0 48
Biaxial strain for {100} plane

Uniaxial strain along [100] direction ε̂ =




εxx 0 0
0 εyy 0
0 0 εyy


 16

Biaxial strain for {111} plane

Uniaxial strain along [111] direction ε̂ =




εxx εxy εxy

εxy εxx εxy

εxy εxy εxx


 12

Biaxial strain for {110} plane

Uniaxial strain along [110] direction ε̂ =




εxx εxy 0
εxy εxx 0
0 0 εzz


 8

Uniaxial strain along [120] direction ε̂ =




εxx εxy 0
εxy εyy 0
0 0 εzz


 4

Uniaxial strain along other directions

(e.g. [123]) ε̂ =




εxx εxy εxz

εyx εyy εyz

εzx εzy εzz


 2

For a strained Si1−xGex layer, there are the parallel (in-plane) a|| lattice
constants and perpendicular (to the interface) a⊥ lattice constants. As a||
has to be conserved throughout the layer sequence, we have

a|| = a0(y). (3.49)

The lateral ε|| of the strain tensor for strained layer Si1−xGex is defined as [93]

ε|| =
a||

a0(x) − 1. (3.50)

The above parameters are calculated for the case that the heterostructure
is strained internally, i.e. without external forces. On some purposes, the
whole structure is stressed uniaxially by an external force at certain direc-
tions (e.g. [31]). Therefore, the following part will discuss two cases of the
heterostructure: Without additional stress and with external stress.
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3.4.1 Without additional uniaxial stress
There are two main types of Si/SiGe heterostructure: One is strained

SiGe over relaxed Si and another is strained Si over relaxed SiGe substrate,
as illustrated in Fig. 3.9. Accordingly, there are two types of band alignments,
named Type I and Type II. Type I refers to the case of a larger valence band
offset and a smaller conduction band offset. In this type, band offset at the
valence band is decisive to the band gap. Type II refers to the case when
both the lowest conduction band level and the lowest valence band level are
situated in the Si layer. Band offset and band gap for these cases are explored
below.
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Figure 3.9: Two types of band alignments in Si/SiGe heterostructures.

Band offsets

Valence bands In [26], the offset of the average energy of the uppermost
three valence bands has been calculated for a strained Si/Ge on a (100)
substrate with the ab initio method. The findings there, together with the
earlier calculation from Van de Walle and Martin [29], indicate that the offset
is nearly independent from the strain conditions. Rieger and Vogl [93,94] have
suggested an interpolation formula for calculating the average valence band
offset ∆Eav

v at the interface between a strained Si1−xGex layer and a relaxed
substrate Si1−yGey of an arbitrary growth direction by

∆Eav
v = (0.47− 0.06y)(x− y). (3.51)

This section will follow eq. (3.51) for calculating the average of the valence
band offsets. For a complete description of the band alignment and band gap
in SiGe heterostructures, the valence band shifting due to strain needs to be
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considered as well. The following part will investigate the shift in valence
bands due to different growth directions.

• Stress along [100] direction:
When the growth is along the [100] direction, the strain tensor for the
active layer is

ε̂[100] =




εxx 0 0
0 εyy 0
0 0 εzz


 , (3.52)

where

εxx = ε⊥ = −2c12

c11
ε||,

εyy = εzz = ε||. (3.53)

cij in eq. (3.53) as well as in the following equations are the stiffness
constants (Tab. 3.1).
Under the effect of uniaxial strain, the valence bands split into HH
(heavy holes), LH (light holes) and SO (spin orbit) bands. Under a
uniaxial stress along the [100] direction, these valence bands are shifted
with respect to their weighted average as [29,90]

∆Ev,2 = 1
3∆0 −

1
2δE100,

∆Ev,1 = −1
6∆0 + 1

4δE100 + 1
2[∆0

2 + ∆0δE100 + 9
4(δE100)2]1/2,

∆Ev,3 = −1
6∆0 + 1

4δE100 −
1
2[∆0

2 + ∆0δE100 + 9
4(δE100)2]1/2, (3.54)

where ∆0 is the spin-orbit splitting for the alloy Si1−xGex and δE100 is
given by

δE100 = 2b(εxx − εzz). (3.55)
In eq. (3.55), b is a deformation potential (Tab. 3.3). The valence band
offset ∆Ev of the Si/SiGe heterostructure for this case is shown in
Fig. 3.10.

• Stress along [111] direction:
When the stress is along the [111] direction, the strain tensor for the
active layer is

ε̂[111] =




εxx εxy εxz

εxy εyy εyz

εxz εyz εzz


 , (3.56)
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Figure 3.10: Contour plots for the minimum valence band offsets (in meV)
of Si1−xGex/Si1−yGey interfaces with the [100] growth direction.

where

εxx = εyy = εzz = 4c44

c11 + 2c12 + 4c44
ε||,

εxy = εyz = εxz = c11 + 2c12

c11 + 2c12 + 4c44
ε||. (3.57)

The analysis for the valence band splitting in this case is almost identi-
cal to that for the stress along the [100] direction. Therefore, the shift
of the valence bands is [29,90]

∆Ev,2 = 1
3∆0 −

1
2δE111,

∆Ev,1 = −1
6∆0 + 1

4δE111 + 1
2[∆0

2 + ∆0δE111 + 9
4(δE111)2]1/2,

∆Ev,3 = −1
6∆0 + 1

4δE111 −
1
2[∆0

2 + ∆0δE111 + 9
4(δE111)2]1/2, (3.58)

where
δE111 = 2

√
3dεxy. (3.59)

d in eq. (3.59) is a deformation potential (Tab. 3.3).

• Stress along [110] direction:
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When the stress is along the [110] direction, the strain tensor for the
active layer is

ε̂[110] =




εxx εxy 0
εxy εyy 0
0 0 εzz


 , (3.60)

where

εxx = εyy = 2c44 − c12

c11 + c12 + 2c44
ε||,

εxy = − c11 + 2c12

c11 + c12 + 2c44
ε||,

εzz = ε||. (3.61)

In this case, no exact expressions can be written down for the en-
ergy levels; the splitting due to strain is a consequence of a mixture of
quantities δE100 and δE111. Then the splitting of the valence bands is
approximated as [90]

∆Ev,2 ≈
1
3∆0 −

1
4[(δE100)2 + 3(δE111)2]1/2 + 3

32∆0
(δE100 − δE111)2,

∆Ev,1 ≈
1
3∆0 + 1

4[(δE100)2 + 3(δE111)2]1/2 + 1
4∆0

(δE100 + 3δE111)2,

∆Ev,3 ≈ −2
3∆0 −

1
4∆0

(δE100 + 3δE111)2 − 3
32∆0

(δE100 − δE111)2,

(3.62)

where δE100 and δE111 are determined by

δE100 = 4b(εxx − εzz) (3.63)

and
δE111 = 2

√
3dεxy. (3.64)

Up to now the valence band shifting for the strained layer has been de-
termined. For the relaxed substrate Si1−yGey, if the spin-orbit splitting is
also taken into account, the valence band is always shifted by 1

3∆0(y), where
∆0(y) is the spin-orbit splitting for this Si1−yGey alloy. Therefore, the offset
between the highest valence band edges of the heterostructure is calculated
by

∆Ev = ∆Eav
v +max(∆Ev,1,∆Ev,2,∆Ev,3)−

1
3∆0(y). (3.65)
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Conduction bands A similar approach can be applied to get the band
offsets for the conduction bands of the heterostructure. From the average
valence band offset ∆Eav

v , the average conduction band offset can be calcu-
lated by [29,102]

∆Eav
c = (Eg(x)− Eg(y)) + ∆Eav

v − (Ξd + 1
3Ξu − a)(2ε|| + ε⊥). (3.66)

In eq. (3.66), Eg(x) and Eg(y) are the band gap of the relaxed bulk Si1−xGex
and Si1−yGey, respectively. The component (Ξd + 1

3Ξu − a) is the corrected
factor between the conduction band deformation potentials Ξd, Ξu and the
valence band deformation potential a. It is noted that (Ξd + 1

3Ξu − a) is
different for the ∆ minimum and L minimum. Hence, either ∆Eav

c,∆ or ∆Eav
c,L

should be calculated. For the energy splitting in the conduction bands, the
minima at ∆ and at L should be considered as well1.

• Minima splitting at ∆: Different strain directions are considered:

– Uniaxial strain along [111] direction: Under this strain condition,
the minima at ∆ are left degenerate.

– Uniaxial strain along [100] or [110] direction: The minima under
this condition are no longer equivalent. The bands along [100] and
[010] will split off from the one along [001]. Therefore, we have
the following results [108]

∆E[100]
c = 2

3Ξ∆
u εxx −

1
3Ξ∆

u (εyy + εzz),

∆E[010]
c = 2

3Ξ∆
u εyy −

1
3Ξ∆

u (εxx + εzz),

∆E[001]
c = 2

3Ξ∆
u εzz −

1
3Ξ∆

u (εxx + εyy). (3.67)

The superscript ∆ on Ξu indicates the conduction-band valley
considered.

• Minima splitting at L: Different strain directions are considered:

– Uniaxial strain along [100] direction: Under this strain condition,
the minima at L are left degenerate.

1When the band structures are calculated with the EPM method, the conduction band
minima are fixed at either the ∆ or L valleys depending on the Ge fraction.
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– Uniaxial strain along [110] and [111] direction: The minima are
split under these strain conditions as follows [108]

∆E[111]
c = 2

3ΞL
u(εxy + εxz + εyz),

∆E[1̄11]
c = 2

3ΞL
u(−εxy − εxz + εyz),

∆E[1̄1̄1]
c = 2

3ΞL
u(εxy − εxz − εyz),

∆E[11̄1]
c = 2

3ΞL
u(−εxy + εxz − εyz). (3.68)

Depending on the composition x and y, we will have the conduction band
offset either at the ∆ or at the L minimum of the active layer. Moreover, all
directions should be investigated to obtain the minimum of the conduction
bands. This means

∆Ec,∆ = ∆Eav
c,∆ +min(∆E[100]

c ,∆E[010]
c ,∆E[001]

c )
∆Ec,L = ∆Eav

c,L +min(∆E[111]
c ,∆E[1̄11]

c ,∆E[1̄1̄1]
c ,∆E[11̄1]

c ). (3.69)

The conduction band offsets ∆Ec of the Si1−xGex/Si1−yGey heterostructure
with [100] growth direction are shown in Fig. 3.11.
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Figure 3.11: Contour plots for the minimum conduction band offsets (in
meV) of Si1−xGex/Si1−yGey interfaces with the [100] growth direction.
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Band gap

The band gap (in eV) of a relaxed Si1−yGey alloy at the temperature of
4.2K is determined as [125]

Eg(y) =
{

1.155− 0.43y + 0.206y2 if y ≤ 0.85
2.010− 1.270y if y > 0.85. (3.70)

To estimate the band gap of the Si1−yGey alloy at higher temperatures, the
well-known relationship of the temperature on the band gap of Si can be
applied as [111]

Eg(y, T ) = Eg(y, 0K)− 4.73× 10−4T 2

T + 636 , (3.71)

where T is the temperature in absolute degree K.
From eqs. (3.70) and (3.71) and using 1.1241 eV for the band gap of Si

and 0.66 eV for Ge, the band gap for relaxed Si1−yGey at 300K is derived

Eg(y) =
{

1.1241− 0.43y + 0.206y2 if y ≤ 0.85
1.934− 1.270y if y > 0.85 . (3.72)

The band gap of a relaxed SiGe alloy is shown in Fig. 3.12.
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Figure 3.12: Band gap (in eV) of relaxed Si1−yGey alloys.

With the ∆Ec and ∆Ev calculated in the previous part, we can get the
band gap of an active layer of Si1−xGex by

Eg(active) = Eg(x, y) = Eg(y) + ∆Ec −∆Ev. (3.73)
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Figure 3.13: Contour plots for the band gaps (in eV) of Si1−xGex alloys (ac-
tive layer) grown pseudomorphically along the [100] direction on unstrained
Si1−yGey alloys (substrate layer).

The band gap of Si1−yGey heterostructures with [100] growth direction is
shown in Fig. 3.13.

All parameters, including deformation potentials and spin-orbit splitting
∆0, for calculating the strain effects on band structures are listed in Tab. 3.3.
The values in this table are for pure Si and Ge. Linear interpolation is used
to get the parameters for a SiGe alloy.

3.4.2 With additional uniaxial stress
In this part, the band offsets and band gap for heterostructures under

an additional uniaxial stress are investigated. In fact, band offsets and band
gap for this case can be calculated similarly to the case without additional
stress as presented above. The only parameter still missing is the strain
tensor for the active layer. Therefore, in this part, the strain tensor for each
case is calculated. Assuming that the growth is along the [100] direction,
uniaxial stress may be applied along either the [010] or the [011] direction.
The following part will proceed with these directions.

The stress is applied to the whole device to assure the same strain level.
It means that the lattice constants along the parallel direction (in-plane) are
completely matched between the active and substrate layer within the whole
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Table 3.3: Deformation potentials of the valence and conduction bands for
different valleys in Si and Ge (in eV), which were derived from self-consistent
calculations based on a local density functional and ab initio pseudopoten-
tials [29]. Spin-orbit splitting ∆o is taken from [81] and band gap from [67].

Parameters (300K) Si Ge
Band gap Eg (eV) 1.12 0.66
Lattice constant (Å) 5.43 5.65
∆0 (eV) 0.044 0.2296
Ξd + 1

3Ξu − a (∆ minimum) 1.72 1.31
Ξd + 1

3Ξu − a (L minimum) -3.12 -2.78
b -2.35 -2.55
d -5.32 -5.50
Ξ∆

u 9.16 9.42
ΞL

u 16.14 15.13

device.

Uniaxial stress along [010] direction

When the stress force is P (GPa), the strain tensor will take the form of
ε̂[100] of eq. (3.52). The strain elements can be determined from eq. (3.14)
and the requirement of lattice constants matching between layers (active and
substrate) is satisfied through the following relations

εyy = (1 + s11P )a0(y)
a0(x) − 1,

εzz = (1 + s12P )a0(y)
a0(x) − 1, (3.74)

where s11 and s12 are stiffness constants (Tab. 3.1).
In order to determine εxx, we take the fact that there is no stress in [100]

direction. This means σ11 = 0. Following eq. (3.13), we have

c11εxx + c12(εyy + εzz) = 0. (3.75)

Therefore, εxx is
εxx = −c12

c11
(εyy + εzz). (3.76)

The band gap for the case with a uniaxial stress of -1.0 GPa (compressive)
along the [010] direction is shown in Fig. 3.14.
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Figure 3.14: Band gap of the active layer under a uniaxial stress of -1.0 GPa
along the [010] direction.

Uniaxial stress along [011] direction

Under this stress condition, the strain tensor take the form of ε̂[110]
(eq. (3.60)); however with a different orientation

ε̂[011] =




εxx 0 0
0 εyy εyz

0 εyz εzz


 . (3.77)

The elements of this tensor can be calculated through stiffness constants
s11, s12, s44 similarly to the case of uniaxial stress along the [010] direction by

εyy =
(

1 + (s11 + s12)
P

2

)
a0(y)
a0(x) − 1,

εzz = εyy,

εyz = s44
Pa0(y)
4a0(x) . (3.78)

εxx is calculated by εyy and εzz according to eq. (3.76), similarly to the
case for stress along the [010] direction. The band gap for the case with a
uniaxial stress of -1.0 GPa (compressive) along the [011] direction is shown
in Fig. 3.15.

The above calculations are applied for two popular stress directions. The
calculation for an arbitrary direction can be derived similarly.
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Figure 3.15: Band gap of the active layer under a uniaxial stress of -1.0 GPa
along the [011] direction.

3.5 Summary
In this section, the stress-strain dependence is discussed. From any stress,

we can calculate a strain tensor, from which the band structure of the mate-
rial can be determined. Moreover, a detailed description of band structures
and properties of uniaxially and biaxially strained Si and SiGe is also pre-
sented.

An analytical way for calculating the band gap of strained Si/SiGe and
band edges of heterostructures under general strain conditions is also dis-
cussed. These band edges are necessary for simulating heterojunction bipo-
lar transistors. The band gap calculated by this analytical method has been
proven to be closer to the experimental data than the one calculated by EPM.
Such an accurate result is very important for reliably calculating the impact
ionization rates for strained Si and SiGe, which will be discussed in the next
chapter.
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Chapter 4

Impact ionization for strained
materials

4.1 Theory of impact ionization
Impact ionization (II) is a special type of electron-electron interaction

that takes place in solid materials with a band gap [117]. The interaction can
be initiated by an electron or a hole. The former process is called electron-
initiated impact ionization, whereas the latter one is called hole-initiated
impact ionization.

Electron-initiated impact ionization happens when a primary electron
(state 1) in the conduction band interacts with another electron (state 4)
in the valence band via the Coulomb force and both electrons end up in the
conduction bands (state 2 and state 3). This process is illustrated in Fig. 4.1.
The notation 1,2,3,4 for these states are used consistently throughout this
chapter. The electron in state i has the wave vector ki, energy Ei and belongs
to band ni.

In hole-initiated impact ionization, one hole in the valence band, after
getting enough energy, interacts with another hole in the conduction band to
create two new holes in the valence bands. In the scope of this dissertation,
only the II process for electrons is addressed.

The band structures for the investigated materials, which include relaxed
Si, strained Si and strained SiGe, are calculated by the empirical nonlocal
pseudopotential method, which is presented in Sec. 3.3.3. This calculation is
shown to result in realistic band structures and a reliable description of the
excitation spectrum [20,24,93].

The ionization process happens under energy and momentum conserva-
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Figure 4.1: Diagram of the electron-initiated impact ionization process.

tion
E1 + E4 = E2 + E3 (4.1)

and
k1 + k4 + G0 = k2 + k3, (4.2)

where G0 is the reciprocal lattice vector which returns all wave vectors ki to
the first Brillouin zone. This process is called Umklapp process.

The Coulomb potential V (r−r′) causing the electron-electron interaction
is presented by the following well-known equation

V (r− r′) = e2

4πǫ
1

|r− r′| , (4.3)

where e is the elementary charge, r and r′ are the space vectors for two
interacting electrons and ǫ is the dielectric constant.

However, it is pointed out in [77] that in order to have a proper calculation
of the scattering matrix elements in semiconductors, the dielectric constant
should depend on the wave vectors. A dielectric function ǫ(q, ω), where q is
the momentum exchange and h̄ω the energy transfer between two electrons
during the collision, should replace the constant ǫ. Therefore, the Coulomb
potential in eq. (4.3), after taking the electron screening factor λ and ǫ(q, ω)
into account, can be rewritten by

V (r− r′) = e2

ǫ(q, ω)
e−λ|r−r′|

|r− r′| . (4.4)

Since impact ionization involves two-particle states, the matrix element
for this process consists of direct and exchange terms. When summed over
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all spins except for the initial state spin, the matrix element TII for impact
ionization is written by

TII = (|MD|2 + |ME|2 + |MD −ME|2), (4.5)

where MD and ME are the matrix elements of the direct and exchange
processes, respectively. They are calculated by

MD =
∫ ∫

d3r1d
3r2ψ

∗
1(r1)ψ∗4(r2)V(r1 − r2)ψ2(r1)ψ3(r2)

ME =
∫ ∫

d3r1d
3r2ψ

∗
1(r1)ψ∗4(r2)V(r1 − r2)ψ3(r1)ψ2(r2), (4.6)

where ψ(ri) is the wave function for the electron of state i at position ri. The
form of this wave function for electron i can be written as

ψi(ri) = 1√
Ω

∑

G
c(ni,ki; G)ei(ki+G)ri . (4.7)

Since MD and ME are similar, only the calculation of MD is presented here.
Taking the Coulomb potential from eq. (4.4) and wave functions from

eq. (4.7), eq. (4.6) can be written as

MD = 1
Ω2

∑

G1,G2,G3

c∗(n1,k1; G1)c∗(n4,k4; G4)c(n2,k2; G2)c(n3,k3; G3)×
∫ ∫

d3r1d
3r2e

−iqD(r1−r2) e2

ǫ(qD, ωD)|r1 − r2|
, (4.8)

where qD = k1 +G1−k2−G2 and ωD = (E1−E2)/h̄. The above derivation
has used momentum conservation from eq. (4.2). Reciprocal lattice vector
G4 is also calculated by momentum conservation as

G1 + G4 + G0 = G2 + G3. (4.9)

To determine the integral in eq. (4.8), first the following sample integral
should be calculated

M =
∫
d3r′e−iqr′ e

−λr′

r′
. (4.10)

This integral can be calculated by using spherical coordinates. Since the
potential has spherical symmetry, we can choose q in the z direction and
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proceed with the integral by

M = 2π
∫ ∞

0
r′

2
dr

∫ 1

−1
d(cosθ)e−iqr′cosθe−λr′

= 2π
iq

∫ ∞

0
(e−iqr − eiqr)e−λrdr

= 4π
(q2 + λ2) . (4.11)

Applying the result of eq. (4.11) to eq. (4.8), we can get the final form
as [66]

MD = 4πe2

Ω
∑

G1,G2,G3

c∗(n1,k1; G1)c∗(n4,k4; G4)c(n2,k2; G2)c(n3,k3; G3)
ǫ(qD, ωD)(q2

D + λ2) .

(4.12)
Similarly, the matrix element ME is calculated by

ME = 4πe2

Ω
∑

G1,G2,G3

c∗(n1,k1; G1)c∗(n4,k4; G4)c(n3,k3; G3)c(n2,k2; G2)
ǫ(qE, ωE)(q2

E + λ2) ,

(4.13)
where qE = k1 + G1 − k3 −G3 and ωE = (E1 − E3)/h̄.

4.2 Calculation approach for impact ioniza-
tion rate

The ionization probability per unit time for an initial electron is calculated
by Fermi’s golden rule [99] as follows

SII(n1,k1) = 2π
h̄

Ω2

(2π)6

∑

n2,n3,n4

∫
d3k4

︸ ︷︷ ︸
I1

∫
d3k2TIIδ(E1 + E4 − E2 − E3)

︸ ︷︷ ︸
I2

,

(4.14)
where TII is the matrix element defined in eq. (4.5), Ω is the volume of
the crystal and h̄ is Planck’s constant divided by 2π. There are three main
approaches for calculating the II rates [39]: 1. ab initio, which accounts for
energy and momentum conservation as well as the Coulomb matrix element
dependence on both initial and final states. 2. Constant matrix element
(CME) approximation, which uses a constant Coulomb matrix element. 3.
random-k approximation, which relaxes momentum conservation.
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It has been shown in [39, 99, 100] that the random-k approximation is
not a reliable method for calculating II rates for arbitrary materials, whereas
the ab initio approach is too complicated and CPU-time consuming. It was
also proved in [99] that CME approximation is a good approach for II rate
calculation.

In this dissertation, the CME approximation is used. The matrix element
TII is treated here as a constant fitting parameter. Momentum and energy
conservation are strictly kept during the calculation process. The integral
in eq. (4.14) is performed over the whole Brillouin zone (BZ) including four
conduction bands and three valence bands.

4.2.1 BZ setup
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Figure 4.2: (a) Transformation from a normal BZ into a cuboid BZ (b) Break
up of cuboid BZ into small cubes.

In order to calculate the six-dimensional integral in eq. (4.14), a cuboid
BZ is set up. By adding reciprocal lattice vectors, we can move the lower
parts kz ≤ 0 of the BZ and attach them to the BZ’s upper part. k vectors
in the lower part are transformed into k′ vectors as follows
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k′ = k +





2π/a(−1;−1; 1)T if kx ≥ 0 and ky ≥ 0
2π/a(−1; 1; 1)T if kx ≥ 0 and ky < 0
2π/a(1;−1; 1)T if kx < 0 and ky ≥ 0
2π/a(1; 1; 1)T if kx < 0 and ky < 0

, (4.15)

where a is the lattice constant. The BZ is now transformed into a cuboid
with kx ∈ [−(2π/a), (2π/a)], ky ∈ [−(2π/a), (2π/a)] and kz ∈ [0, (2π/a)].
This transformation is illustrated in Fig. 4.2(a). The cuboid BZ is then
divided equally into small cubes with an edge length of ∆k = 1

N
(2π/a)1.

This division is illustrated in Fig. 4.2(b). N decides the resolution of the
cubic mesh. The wave vectors of the initial electrons (state 1 in a conduction
band and state 4 in a valence band) are given by triplets (kx, ky, kz) on the
nodes in this mesh. The II rate for all these nodes will be calculated. The
integral over k space in eq. (4.14) is determined by running over the entire
cuboid BZ.

4.2.2 Calculation of the integral I2

For a given pair (k1, E1) and (k4, E4), at each state (k2, E2) we can de-
termine k3 and E3 through eqs. (4.1) and (4.2). Therefore, the integral I2
from eq. (4.14), after taking out the constant TII , can be calculated similarly
to the density of states at energy ε as follows

I2 =
∫
δ(ε− ε̄(k2))d3k2

= 1
h̄

∫

A(ε)

d2k2

|v(k2)|
, (4.16)

where ε = E1 +E4, ε̄ = E2 +E3, A(ε) is the equienergy surface for the given
energy and v(k2) is the velocity. The energies ε̄ are calculated and stored
for all k2 points in the BZ.

In order to calculate the integral I2 in eq. (4.16), each small cube in the BZ
is divided into 6 similar tetrahedra [10] as in Fig. 4.3. Within a tetrahedron,
the velocity is considered to be constant (named vtet) and the energy is
linearly interpolated; hence the equienergy surface is a plane. Therefore, if
energy ε is inside the energy interval of the tetrahedron, this tetrahedron will

1In the case of strained materials, where the lattice constants along the directions of
the Cartesian coordinates can be different, a refers to the actual lattice constant along the
specific direction. Hence ∆k can be different along kx, ky, kz directions.
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Figure 4.3: Break up a cube into 6 similar tetrahedra.

contribute to I2 by Dtet as follows [59]

I2 =
∑

BZ

Dtet(ε) =
∑

BZ

1
h̄

Atet(ε)
|vtet| , (4.17)

where Atet(ε) is the area of the intersection of the equienergy surface ε and
the tetrahedron i.

As the energy is linearly interpolated within a tetrahedron, the energies
at the four nodes of the tetrahedron are given by the following relations [59]

εnod
2 = εnod

1 + (vtet)T h̄(knod
2 − knod

1 )
εnod

3 = εnod
1 + (vtet)T h̄(knod

3 − knod
1 )

εnod
4 = εnod

1 + (vtet)T h̄(knod
4 − knod

1 ), (4.18)
where knod

i and εnod
i with i = 1, 2, 3, 4 are the wave vectors and energies of

the four nodes of the tetrahedron. From eq. (4.18), the velocity vtet can be
determined by

vtet = 1
h̄

(knod
2 − knod

1 ,knod
3 − knod

1 ,knod
4 − knod

1 )−1




εnod
2 − εnod

1
εnod

3 − εnod
1

εnod
4 − εnod

1


 . (4.19)

56



�

�

�

�

�

��

�

�

�

�

�

�

�

�

Figure 4.4: Intersection area of an equienergy plane with a tetrahedron: ABC
or ABCD.

The intersection area between the equienergy surface ε and the tetrahe-
dron is illustrated in Fig. 4.4. The tetrahedron’s corners are arranged in the
order of ascending energies, i.e. node 1 has the smallest energy and node 4
has the highest energy. The energies and wave vectors for these nodes are
denoted as εnod

j and knod
j with j = 1, 2, 3, 4. If ε is between εnod

1 and εnod
2 or

εnod
3 and εnod

4 , the intersection is a triangle. Otherwise, when ε is between εnod
2

and εnod
3 , the intersection is a quadrangle. Similar to the relation between

the energy and wave vector at eq. (4.18), the wave vectors of the intersection
points A,B,C or A,B,C,D between nodes j and k (j 6= k) of the tetrahedron
tet are calculated by

ctet
j,k(ε) = knod

j +
ε− εnod

j

εk − εj

(
knod

k − knod
j

)
. (4.20)

When the wave vectors for all intersection points are determined, the
intersection area Atet(ε) can be straightforwardly calculated. The area of the
triangle ABC in Fig. 4.4 is determined by

Atet = 1
2
∣∣(ctet

1,2 − ctet
1,4
)
×
(
ctet

1,3 − ctet
1,4
)∣∣ . (4.21)

In the case of a quadrangle, it can be split into 2 triangles, and the calculation
process is done similarly.

When Atet(ε) and vtet have been calculated, Dtet is also determined ac-
cording to eq. (4.17), hence the calculation of the integral I2 over the BZ can
be done.

Calculation of energies ε and ε̄

As mentioned in the above section, for a given pair (k1, E1) and (k4, E4),
at each state (k2, E2) we can determine k3 and E3. There is no problem with
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E2 as it has been calculated in advance (from band-structure calculation)
and stored for every state. However, the E3 which satisfies the momentum
conservation has to be determined. As this process must be done for all k2,
k4 and over all bands, it takes a long time to finish. Therefore, an appropriate
approach to deal with this problem should be figured out.

A bigger cuboid BZ, which contains all wave vectors k3, is setup once
at the beginning to store the energy E3 for all nodes. From momentum
conservation, this BZ should be defined by

−3(2π/a) ≤ kx ≤ 3(2π/a)
−3(2π/a) ≤ ky ≤ 3(2π/a)
−3(2π/a) ≤ kz ≤ 3(2π/a)

. (4.22)

Up to now, two arrays for storing energies for all E2 and E3, which can
correspond to any pair of (k1, E1) and (k4, E4), are available. Next the fastest
way for accessing E2 and E3, which helps to reduce the total calculation time,
is presented.

It is noticed that, with the given k1 and k4, k2 is different from k3 by a
constant (kdis = k1 + k4). As the energies of the nodes k2 and k3 are stored
in 2 arrays with linear indexes, the cache is utilized and the accessing process
is fast if these arrays are read in a linear and sequential manner. To make
it simple, all k vectors are converted into integers by a factor of (a/2π)N .
Assuming that when k2 runs in the cuboid BZ for calculating the integral I2
in eq. (4.17), its component kz changes fastest, then ky and kx. The linear
index of the arrays containing the energies for k2 and k3 increases according
to this running manner of k2. With each pair of ky and kz, the position
indexes L2 and L3 for E2 and E3 can be determined by

L2 = (N + 1) + (2N + 1)(N + ky) + (2N + 1)2kz. (4.23)
L3 = (3N+1)+kdis,x+(6N+1)(3N+kdis,y−ky)+(6N+1)2(3N+kdis,z−kz).

(4.24)
When kx runs from −N to N , the positions of E2 and E3 in their energy
arrays can be accessed directly by indexes (L2+kx) and (L3−kx), respectively.
By using this approach, two energy arrays are read consequentially in the
increasing or decreasing order. It is very efficient for cache access and makes
the calculation much faster.

Strained Si and strained SiGe

The wave vector k in a strained material is related with the wave vector
k∗ in relaxed Si by

k = Ŝ−1k∗, (4.25)
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where Ŝ−1 is the inverse of the strain matrix, which is defined from the strain
tensor ε̂ by

Ŝ = ε̂+




1 0 0
0 1 0
0 0 1


 (4.26)

For the case of SiGe, as the lattice constant of SiGe alloy is different from
that of Si, the strain matrix should be changed as

ŜSiGe = a(SiGe)
a0

Ŝ, (4.27)

where a0 and a(SiGe) are the lattice constants of relaxed Si and SiGe re-
spectively. For the I2 calculation, we have to replace all k∗ vectors by new
strained k vectors in eqs. (4.18), (4.19), and (4.20).

4.2.3 Calculation of the integral I1

The integral I1 in eq. (4.14) can be rewritten with the calculated integral
I2

I1 =
∫
d3k4I2. (4.28)

Each node k4 is considered to be the center of a small cube with an edge
length of ∆k = 1

N
(2π/a) as depicted in Fig. 4.2(b). Integral I1 of eq. (4.28) is

calculated by multiplying the value of I2 with the finite volume of this small
cube and summing over all k4 vectors in the entire BZ. When k4 is on the
surface of the cuboid BZ, the volume V is adjusted accordingly as follows

V (k4) =





(∆k)3 if k4 is inside the cuboid BZ
1
2 × (∆k)3 if k4 is on the surfaces of the cuboid BZ
1
4 × (∆k)3 if k4 is on the edges of the cuboid BZ
1
8 × (∆k)3 if k4 is on the corners of the cuboid BZ

. (4.29)

Strained Si and SiGe

In strained materials, as the wave vector is changed, the volume of the
box around k4 is also changed. If a box created by 3 vectors a,b and c in
which c is perpendicular to both a and b, its volume can be calculated by

Vbox = |c · (a× b)| = det[c, a,b]. (4.30)

From this formula and the relation between wave vectors in strained materials
and in relaxed Si (eq. (4.25)), we can calculate the volume Vstr around the
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strained k4 from its respective volume in relaxed Si as

Vstr(k4) = V (k4)det(Ŝ−1), (4.31)

where Ŝ is the strain matrix for the strained material (in eq. (4.26)).

4.2.4 Another approach for calculating I2

The tetrahedron method described above was shown to be a rigorous
approach for calculating an integral within the BZ [10]. However, the I2
calculation over six tetrahedra within each cube might be time consuming.
Therefore another simpler method for calculating I2 is proposed here.

Each small cube with an edge length ∆k = 1
N

(2π/a) is not divided into six
tetrahedra. Instead, it is replaced by a sphere, which has the same volume.
Therefore the radius Rsph of this sphere is calculated by

Rsph = 3

√
3

4π∆k. (4.32)

Then eq. (4.17) can be rewritten as

I2 =
∑

BZ

Dsph(ε). (4.33)

This sphere is represented by a wave vector at the sphere center, ksph, and
a constant velocity, vsph, like the vtet for a tetrahedron. These parameters
can be calculated by the linear interpolation from 8 corners of the cube (in
Fig 4.3) as follows

ksph = 1
8
∑

i=1,8
kcor

i , (4.34)

and

vsph
x = 1

4∆k (εcor
2 + εcor

3 + εcor
6 + εcor

7 − εcor
1 − εcor

4 − εcor
5 − εcor

8 ),

vsph
y = 1

4∆k (εcor
3 + εcor

4 + εcor
7 + εcor

8 − εcor
1 − εcor

2 − εcor
5 − εcor

6 ),

vsph
z = 1

4∆k (εcor
5 + εcor

6 + εcor
7 + εcor

8 − εcor
1 − εcor

2 − εcor
3 − εcor

4 ), (4.35)

where kcor
i and εcor

i with i = 1, .., 8 are the wave vectors and energies of the
eight corners of the small cube.

The advantage of the sphere setup is that we can know the minimum and
maximum energies of all states belonging to this sphere. They are h̄ksphvsph±
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Figure 4.5: Intersection area of an equienergy plane with a sphere in 2D
visualization.

h̄Rsph|vsph|. Another advantage is that the intersection between a sphere and
a plane is a circle. Therefore it is simple to calculate this intersection area.
For each energy ε, we just check to see whether ε is within this energy range
of the sphere or not. If it is within the energy range, the radius of the
intersection circle, which is illustrated in Fig 4.5, is calculated by

r =
√

(Rsph)2 − d2, (4.36)

while d can be determined by the following energy relation

h̄(ksphvsph + d|vsph|) = ε. (4.37)

As a result, the radius r is

r =

√
(Rsph)2 −

(
h̄ksphvsph − ε

|vsph|

)2

. (4.38)

After getting r, the contribution of the cube to the total I2 in eq. (4.33) can
be calculated by

Dsph = 1
h̄

πr2

|vshp| . (4.39)

This method has already been tested by comparing their results with
those of the tetrahedron method. As expected, the difference between two
methods is small. However, the improvement of the calculation speed from
this sphere method is not significant. Therefore, for the sake of accuracy, the
tetrahedron method is chosen for calculating II rates.
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4.2.5 Anisotropic and isotropic impact ionization rate
Anisotropic II rate

Up to now, the II rate for every node in the cuboid BZ is known. However,
in MC simulations where the grid can be much finer than this cubic grid, the
II rate for each point should be defined. Here a logarithmic interpolation
between the eight nearest corners of the cubic mesh is used to calculate the
wave-vector-dependent II rate for any point in the BZ as follows [100]

ln[SII(k)] =
8∑

n=1

[ ∏

m=x,y,z

(
1− |km − k

(n)
m |

∆km

)]
× ln[SII(k(n))]], (4.40)

where ∆km = ∆k = 1
N

(2π/a). It was also shown in [100] that the logarithmic
interpolation is able to reduce the numerical errors near the II threshold
better than the linear interpolation. For the cases SII(k(n)) = 0, a very
small value (e.g. 10−10) is used instead.

So far the II rates for only points within the irreducible wedges, i.e. k1
points defined in eq. (4.14), are determined. However, from eq.( 4.40), we see
that for the points on (or near) the surfaces of the irreducible wedges, the
cubes containing them may have corners outside of the irreducible wedges.
Therefore, the II rates for these corners should also be calculated in advance.

Isotropic II rate

The isotropic II rate, which depends only on the energy of the initial car-
rier, is also needed for 2D visualization and comparison with other authors’
results. The anisotropic II rate SII(n,k) calculated from eq. (4.14) can be
transformed into an isotropic II rate SII(n, ε) by averaging it over the density
of states as follows

SII(n, ε) =
∫
SII(n,k)δ(ε− εn(k))d3k∫

δ(ε− εn(k))d3k
. (4.41)

It is noted that the calculation in eq. (4.41) is done on a grid for MC
simulations, which is much finer than the cubic grid for II calculation. The
isotropic II rate is constant over an equienergy plane within a tetrahedron.
Moreover it can be assumed that the II rate of the center point of a tetrahe-
dron can be used to best represent the II rate of the whole tetrahedron. The
wave vector for this center point is determined by averaging the wave vectors
of all corners of the intersection area (either a triangle or a quadrangle, as in
Fig. 4.4).
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From eqs. (4.14), (4.41) and (4.40), the II rate for every electron state
(with wave vector k and energy ε) can be determined. The II rate is isotropic
in case only energy is taken into account and anisotropic in case both the
energy and wave vector are considered.

4.3 Impact ionization in Monte Carlo simu-
lations

4.3.1 Maximum impact ionization rate for a tetrahe-
dron

In the Monte Carlo simulations, besides the II rate for the initial electron
(in the case of electron-initiated impact ionization), the maximum of the II
rate for each tetrahedron is also needed. There are two methods to find
this parameter depending on whether an isotropic or anisotropic ionization
is considered.

• Isotropic:
When the impact ionization is considered isotropic, the maximum II
rate for each tetrahedron is the rate at the maximum energy level within
such a tetrahedron.

• Anisotropic:
In order to find the maximum II rate for each tetrahedron in the case of
anisotropy, the cubes (with an edge length of ∆k = 1

N
(2π/a) illustrated

in Fig. 4.2) are setup to cover the tetrahedron. Depending on the size
of the examined tetrahedron, we can have one or more than one cube,
which is illustrated in Fig. 4.6. II rates at all corners of these cubes are
examined to find the maximum rate. This rate is assigned to be the
maximum II rate for this tetrahedron.
This method is easy to implement and gives reasonable results. How-
ever, as the cube and the tetrahedron are not completely fitted to each
other, together with the fact that the II rates are calculated for only
corners of the cube, the maximum rate for each tetrahedron is often
overestimated. In order to reduce this error, we need a finer cubic mesh,
i.e. a smaller ∆k.
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Figure 4.6: Cubes covering the tetrahedron in 2D.

4.3.2 Impact ionization coefficient and quantum yield
FB-MC can be used to calculate the impact ionization coefficient and

quantum yield. The impact ionization coefficient is defined to be the number
of secondary electrons generated by a primary electron per unit length under
homogeneous field conditions.

Quantum yield is defined as the number of secondary electrons generated
by a primary electron of given energy for a zero electric field. In the Monte
Carlo simulator, the quantum yield is measured in a bulk system with a zero
electric field into which the electrons are injected with a given initial energy.

4.4 Results
The simulation results are fitted to experimental data through two global

fitting parameters: the constant fitting parameter TII (in eq. (4.14)) for the
II rates and Y for electron-phonon scattering, where the electron-phonon
transition rate outside of the first conduction band is multiplied with Y [37].

Since, up to now, experimental data of the II coefficient and quantum
yield of the electron-initiated II are only available for relaxed Si, relaxed Si
is chosen for fitting and the obtained parameters are set to TII = 1.2× 10−3

and Y = 0.6. These values will be used also for strained Si and SiGe later
without any adjustment.

4.4.1 Relaxed Si
The II rate for relaxed Si with the initial electron in the first conduction

band is shown in Fig. 4.7. Since the II rate is anisotropic, especially near
the ionization threshold, a fine grid is needed to calculate the II rate at low
energies. It is shown that the results converge when N ≥ 32; and when the
energy of the initial electron is larger than 3 eV, N = 24 is sufficient.
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Figure 4.7: Isotropic impact ionization rate with the initial electron in the
first conduction band for relaxed Si. N is the number of grid points between
0 - 2π/a in the cuboid BZ.

This II rate is compared with the rates measured by experiments or cal-
culated by different methods reported in the literature. The comparison is
shown in Fig. 4.8. First a comparison with the experimental II rates from
Cartier et al. [15] is considered. In fact, Cartier et al. have performed a com-
bined experimental and theoretical work to extract an empirical expression
for the isotropic II rate SII as a function of the electron energy E

SII(E) =
3∑

i=1
Θ(E − E

(i)
th )P (i)

(
E − E(i)

E
(i)
th

)
, (4.42)

where the threshold energies are E(i)
th = 1.2, 1.8, 3.45 eV and the prefactors

are P (i) = 6.25 × 1010, 3.0 × 1012, 6.8 × 1014, for i = 1, 2, 3, respectively. Θ
is the step function. Therefore, their curve of the II rate can be considered
to consist of three segments. The II rate in the present work shows a good
agreement with the II rate from Cartier at the energy range from 1.8 eV to
3 eV, or in the second segment. However, in the first segment (from 1.2 to
1.8 eV), the II rate in the present work is lower. For example, at 1.3 eV, the
II rate in this work is 2× 107 (1/s) and in Cartier 4× 108 (1/s), i.e. around
one order of magnitude lower. In the third segment (more than 4 eV), the II
rate in this work is around 2 times smaller.
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Figure 4.8: Impact ionization rate for relaxed Si in this work (solid line),
compared to the results of the experiment (Cartier et al. [15]) and other the-
ory calculations (Kamakura et al. [65], Thoma et al. [117] with modifications
from [58]).

It is interesting that a similar observation happens with most of the ab
initio calculations for the II rate which were published. In Fig. 4.8, the
results of Kamakura et al. [65] is shown. Compared to the one of Cartier,
the II rate of Kamakura has the same behavior as the one of this work,
i.e. lower at the energies close to II threshold and higher at high energies.
A good agreement over the whole curve of the II rate between Kamakura’s
report and the present work is observed. Such agreement is also obtained
with the results of other theoretical calculations such as Kolnik et al. [72] or
Sano and Yoshii [100]. It is also seen that the II rates of relaxed Si from ab
initio calculations with a complex numerical band structure (often obtained
by EPM) show a soft behavior. It means the ionization rate slowly increases
as the energy increases. This has been explained by the indirect band gap of
the material [99].

The II rate from Thoma et al. [117], which has been adjusted by a global
scaling factor [58], fits well with the one of Cartier at low energy, from 1.2
to 1.5 eV. However, compared to all other reports the one of Thoma is too
high at energies from 1.5 eV to 3 eV and too low at high energies (from 3
eV upward). This can be explained by the fact that simple band structures
(with three isotropic parabolic upper bands) were used, which might lead to
insufficient accuracy of the density of states.
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In conclusion, the II rate depends not only on the ionization threshold of
the material, but also on its band structure; hence a real band structure is
needed for the calculation. And the ionization probability cannot be fitted
by the simple Keldysh formula with a single set of parameters.

The II coefficients and quantum yield for relaxed Si are compared with
the experimental data in Fig. 4.9 and Fig. 4.10. For II coefficients, a wide
range of the electric field is investigated, from 50 to 600 kV/cm. II coefficients
varying over 9 orders of magnitude are obtained. A reasonable agreement
between the MC simulations and experiments is achieved.
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Figure 4.9: Impact ionization coefficient for relaxed Si at room temperature
from Full-band MC simulation and experiments (van Overstraeten et al. [92],
Maes et al. [82], Slotboom et al. [107], Takayanagi et al. [112]).

4.4.2 Strained SiGe
Impact ionization for biaxially strained SiGe on a (001) silicon substrate is

investigated in this chapter. Fig. 4.11 shows the II rate for strained Si1−xGex
(x=0.2) on relaxed Si. The band gap of this strained SiGe is Eg = 0.961 eV
[95,102]. Convergence of the results with grid refinement is also investigated.
Similar to the relaxed Si case, the results converge when N ≥ 32 for low
energies (≤ 3 eV) and N = 24 for higher energies.

Fig. 4.12 compares the II rate of strained SiGe and relaxed Si. Due to the
smaller bandgap, the II rate in strained SiGe is larger than in Si. However,

67



1.5 2 2.5 3 3.5
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

Energy (eV)

Q
u

a
n

tu
m

 Y
ie

ld

 

 

MC − Present work

DiMaria

Figure 4.10: Quantum yield for relaxed Si at room temperature from simu-
lations and experimental data by DiMaria et al. [30].
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Figure 4.11: Isotropic impact ionization rate with the initial electron in the
first conduction band for strained Si1−xGex (x = 0.2) on a (001) silicon sub-
strate. N is the number of grid points between 0 - 2π/a in the cuboid BZ.
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Figure 4.12: Isotropic impact ionization rate with the initial electron in the
first conduction band for relaxed Si and strained Si1−xGex (x = 0.2) on a
(001) silicon substrate.

the difference is only significant when the energy is below 2.0 eV, because
at low energies the band gap is decisive for the ionization rate. At high
energies, the density of states, or the availability of free states to fulfill both
momentum and energy conservation, is more important than the band gap
for ionization to happen.

Fig. 4.13 shows that the II rate for strained SiGe is more anisotropic than
for Si, especially at energies near the ionization threshold. We can see that
at 1.5 eV the ionization rate of strained SiGe is scattered from 102 to 1010

for different k points.
The II coefficients for strained SiGe are calculated for two directions of

the applied electric field: in-plane and out-of-plane. The results are shown
in Fig. 4.14. There are two remarkable points to be discussed here. First
the difference of II coefficients between these directions is not significant,
especially when the electric field is larger than 100 kV/cm. Second the II
coefficient in strained SiGe is much smaller than that in relaxed Si. This
is interesting because of the larger ionization rate in strained SiGe. This
effect can be explained by alloy scattering [127]. In fact, the II coefficient for
strained SiGe in the case without alloy scattering is also shown and is found
to be larger than the one of relaxed Si.

The quantum yield for biaxially strained SiGe is also calculated and shown
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Figure 4.13: Anisotropic impact ionization rate at each k point in the BZ for
relaxed Si and strained Si1−xGex (x = 0.2) on a (001) silicon substrate.

in Fig. 4.15. We see that the influence of the elastic alloy scattering can be
neglected in this case. The results for the case with alloy scattering and
without ally scattering are almost the same. The quantum yield of strained
SiGe is higher than the one of relaxed Si, especially at low energies.

4.4.3 Uniaxially and biaxially strained Si
Impact ionization rates for uniaxially and biaxially strained Si for high

stress levels of 1.5GPa, both compressive and tensile, are investigated. Sub-
strate orientation is (100). The high stress is considered here in order to have
a clear picture of the effect of stress on the II rate. Stress directions for the
biaxial case are 〈010〉 and 〈001〉. For the uniaxial case, two directions are
considered: 〈010〉 (0 degree) and 〈011〉 (45 degree). The details of the stress
directions and band gap for strained Si are shown in Tab. 4.1.

The II rates for uniaxially strained Si are shown in Fig. 4.16. It is obvious
that the II rate for uniaxial strain along 〈011〉 direction is higher than along
〈010〉, especially at low energies near the ionization threshold. It is interesting
that the band gap does not play an important role here, even at low energies.
Compressively-uniaxial strain along 〈010〉 direction has the lowest band gap
(0.98eV); however its II rate is the smallest one.

Fig. 4.17 compares the II rates between uniaxial and biaxial strain. De-
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Figure 4.14: Impact ionization coefficient for strained Si1−xGex (x = 0.2) at
room temperature from Full-band MC simulations, compared to relaxed Si.
Electric field is applied along two directions: 〈001〉 and 〈110〉.
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Figure 4.15: Quantum yield for strained Si1−xGex (x = 0.2) at room temper-
ature from Full-band MC simulations, compared to relaxed Si.
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Figure 4.16: Impact ionization rate for uniaxially strained Si with the stress
along 〈010〉 and 〈011〉 directions.

spite the larger band gap, uniaxial strain has a larger II rate. This feature of
uniaxial strain is important for applications which require high impact ion-
ization rates without a much reduced band gap to avoid other disadvantages
such as band-to-band tunneling. The II rate for biaxial strain is almost the
same as that of relaxed Si.

Table 4.1: Band gap for uniaxially and biaxially strained Si (Band gap for
Si: 1.124 eV).

Type Stress(GPa) Direction Gap(eV)

Uniaxial
+1.5 010 1.04

011 1.05

-1.5 010 0.98
011 1.04

Biaxial +1.5 010,001 0.98
-1.5 010,001 1.06

The capability of higher ionization activities by uniaxial strain compared
to biaxial strain is reconfirmed through the II coefficients and quantum yield
which are shown in Fig. 4.18 and Fig. 4.19, respectively. II coefficients for
uniaxial strain are from 5-10 times larger than for relaxed Si. The difference
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Figure 4.17: Comparison of the II rate for uniaxially/biaxially strained Si
and relaxed Si.
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Figure 4.18: Comparison of the II coefficient for uniaxially/biaxially strained
Si and relaxed Si at room temperature from Full-band MC simulations.

between biaxial strain and relaxed Si is not significant. The situation is
the same when the quantum yield is considered. When the energy is lower
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Figure 4.19: Comparison of the quantum yield for uniaxially/biaxially
strained Si and relaxed Si at room temperature from Full-band MC sim-
ulations.

than 2eV, the quantum yield of uniaxially strained Si is up to 2 orders of
magnitude larger than for relaxed Si.

4.5 Summary
A model for calculating impact ionization rates for strained Si and strained

SiGe has been developed. Through this model, the characteristics of impact
ionization for uniaxially/biaxially strained Si and biaxially strained SiGe
have been thoroughly investigated. It is found that the band gap plays an
important role only at low energies (< 2.0 eV), whereas the overall II rate
depends on the band structure of the strained material.

For strained SiGe, alloy scattering cancels the gain from the higher II
rate, hence resulting in a much smaller II coefficient compared to relaxed Si.
Uniaxially strained Si appears to be the most suitable choice when a high
II rate is required. Despite its larger band gap (compared to biaxial strain),
it gives the highest II rate and does not suffer from alloy scattering. These
results give an overview of the way strain engineering can influence the II
capability in an IMOS. The next chapter will present how the performance
of vertical IMOS can be enhanced by strain engineering.
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Chapter 5

Vertical impact ionization
MOSFETs with strain
engineering

5.1 Review of IMOS transistors
5.1.1 Lateral IMOS

The limit of the subthreshold slope (SS) 60 mV/dec has been overcome
by the impact ionization MOSFET (named IMOS), which was introduced
by Gopalakrishnan et al. [41–43]1. The structure of a n-channel IMOS is
presented in Fig. 5.1. In this n-channel device, p+ is the source, n+ is
the drain and there is a control-gate. The device is a gated p-i-n diode
and works by the modulation of its channel length. This IMOS structure
is named as “original lateral IMOS” to differentiate it with other types of
IMOS introduced later.

When the gate voltage VG is low, there is no inversion layer under the
gate and the effective channel length is the entire intrinsic region. At higher
VG, an inversion layer forms under the gate and this reduces the effective
channel length of the device. When VG goes higher and higher, the volt-
age drop across the i-region increases and hence increases the electric field
over this region. At a certain high field, avalanche breakdown happens. A
very steep subthreshold slope, around 10 - 15 mV/dec was measured for
this IMOS [43]. This result comes from the strong dependency of the II
coefficients on the electric field and the feedback inherent in the avalanche

1In fact, a transistor working on the principle of avalanche breakdown was demonstrated
as early as 1964 [105].
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Figure 5.1: Device structure for the n-channel Silicon-on-insulator (SOI)
version of the lateral IMOS. LGATE: i-region under the gate; LI : i-region
outside the gate; tox: oxide thickness; tSi: Si bulk thickness [42].

multiplication process [42].
One of the most serious limits of this IMOS device is that it requires a

very high supply voltage. For example, with LI = 0.3 µm, a VDS of more
than 10 V is required. Such a high voltage causes damage by hot carriers to
the oxide, which leads to a tremendous shift of the threshold voltage VT. The
experiment in [43] showed that VT, and hence the electrical characteristics,
changed critically after only 5 times of switching. This instability limits the
proper operation of the device.

Gopalakrishnan et al. have discussed and investigated the capability of
using Ge instead of Si for the IMOS to reduce the breakdown voltage and
increase the reliability of the device. The breakdown voltage in Ge-IMOS is
approximately a factor of 2 - 3 lower than those in Si [43]. For example, with
LI = 0.3 µm, the breakdown voltage of a Si-IMOS is around 13 V whereas
the one of a Ge-IMOS is around 6 V.

5.1.2 Self-aligned IMOS
Choi et al. have proposed a method for an easier fabrication of the IMOS.

In the original process, the gate, source and drain region are formed in turn
using separate masks, which means that the gate length LGATE and the
i-region length LI are limited by the alignment error and that the fabri-
cation cost is increased due to additional photolithography steps. To re-
duce the fabrication cost, a self-aligned n-channel IMOS was introduced [22],
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in which the i- and the source regions are formed simultaneously using a
TEOS (tetraethoxysilane) sidewall spacer. The device structure is presented
in Fig. 5.2(a).

Besides the cost, the purpose of the work was to accelerate scaling down
the size and enhance the performance of IMOS. It was reported that at room
temperature a SS of 7.5 mV/dec at a bias of VS = −5.5 V and VD = −1.0
V was obtained for this n-channel IMOS device. Compared to the original
IMOS, this result is a significant improvement in term of the supply voltage.
However, the ratio between ON- and OFF-current is 81.1/2.8 µA per µm,
which is far below the respective ratio of more than 5 orders of magnitude
reported in [43].
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Figure 5.2: Device structure for: (a) Self-aligned n-channel IMOS [22] and (b)
Self-align n-channel IMOS with Silicon-on-insulator (SOI) or Strain silicon-
on-insulator (SSOI) [21]. tox is the oxide thickness and xj,se is the depth of
the source extension junction; TEOS: tetraethoxysilane.

Another attempt was also introduced by Choi et al. in [23] to fur-
ther enhance the performance of the self-aligned IMOS. By using Silicon-
on-insulator (SOI) and modifying the mask layout, the ON/OFF current
ratio was shown to increase by a factor of 1000 compared to that of the
old structure. However, there was no improvement in the supply voltage.
Also in this work, an approach of combining a 70 nm IMOS and a 70 nm
tunneling-field-effect transistors (TFET) was introduced to implement both
high-performance and low-power functionality on one chip.

In the latest publication [21], Choi indicated the possibility of using strain
techniques to reduce the breakdown voltage [21]. The proposed structure is
presented in Fig. 5.2(b). In this work, different device parameters such as i-
region length, source extension junction depth and gate oxide thickness were
varied to get the lowest breakdown voltage. However, only simulation results
have been shown.
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5.1.3 L-shaped IMOS
Toh et al. [118] proposed another structure for the IMOS with elevated

source/drain regions, named LI-MOS. The special thing of this structure is
the L-shape of the impact ionization region, which comprises an elevated
i-region and a horizontal i-region. The structure is presented in Fig. 5.3(a).
Here the L-shaped i-region has the total length LI = TI + LS.
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Figure 5.3: Device structure for: (a) LI-MOS with strained SiGe in the raised
source/drain [118] and (b) SiGe IMOS on insulator [119].

One advantage of the LI-MOS transistor is that it allows the engineering
of the band structure in the vertical i-region to enhance the II activity as well
as relocate it away from the gate dielectric for better reliability. Strained
Si1−xGex has been adopted in this device. With LI = 60 nm (TI = 30 nm
and LS = 30 nm), LG = 60 nm and a strained raised source/drain of a
Si0.75Ge0.25 alloy, the breakdown voltage was 8.0 V, i.e. around 10% lower
than that of the relaxed-Si structure. At VS = −7.8 V, a subthreshold slope
of 3.28 mV/dec and 4.46 mV/dec was obtained for LI-MOS with and without
this SiGe alloy, respectively [118].

In another publication [119], Toh et al. have demonstrated other IMOS
structures for reducing operating voltages and enhancing performances by
incorporating relaxed SiGe, presented in Fig. 5.3(b). A breakdown voltage
of 6.35 V and 5.05 V was obtained for a n-channel IMOS without Ge and with
40%Ge, respectively (LG = 50 nm and LI = 40 nm). A SS of 5 - 6 mV/dec
was achieved for these devices. This structure was also optimized by dif-
ferent doping and dimensioning techniques in [120]. However, no significant
improvement of supply voltage was obtained.
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5.1.4 Depletion IMOS
Another effort of improving the performance of lateral IMOS was pub-

lished by Onal et al. [88] recently. The authors have introduced a depletion-
IMOS (DIMOS). The basic device of a DIMOS is similar to the original
IMOS, except that the region under the gate is not intrinsic but doped to a
moderate-to-high level of the drain conductivity type. This device has to be
implemented in a fully depleted structure in a SOI or Fin-type configuration.
Fig. 5.4 presents the structure of the DIMOS.
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Figure 5.4: Device structure of a p-type DIMOS [88].

In the DIMOS, the gate is used to deplete the underlying doped region to
switch the normally ON-device to the OFF state. For a p-channel DIMOS
as in Fig. 5.4, the n+ (source) terminal is biased positive with respect to the
p+ (drain) which leads to an avalanche breakdown of the lateral p-i-n diode
when VG = Vfb (Vfb: flatband voltage). A subsequent sweep of the gate
voltage to the positive direction depletes the region underneath the gate of
free carriers. This, in turn, lowers the lateral field that causes avalanche
breakdown; hence, the device turns off with a SS steeper than kT/q.

The main advantage of the DIMOS is that the avalanche breakdown oc-
curs uniformly in the bulk, instead of concentrating only near the surface as
in the original IMOS, which helps to increase II and reduce the damage by
hot carriers to the oxide. Experimental results have shown the improvement
of the DIMOS over the original IMOS, especially regarding the reliability and
operating voltage. SS of the DIMOS is kept steep (under 20 mV/dec) and
VT decreases lightly (by 0.72 V) after 50 switching cycles (at a supply volt-
age VDS = 11.5 V), which is a significant improvement. A 40% lower voltage
operation and an 80% improvement for the ON current were achieved. It is
also expected here that the drain-to-source voltages of DIMOS can be scaled
down to the simulated bulk p-i-n avalanche breakdown limits for Si (≈ 3 V)
and Ge (≤ 1 V).
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5.2 Vertical IMOS transistors
Though the above mentioned lateral IMOS structures have significant

improvement over the original one, they still suffer from high operating volt-
ages and damages by hot electrons to the oxide. The lowest supply voltage
reported so far is 4.8 V [119]. In an effort to overcome these limits, the ver-
tical IMOS, which is a planar-doped barrier MOSFET with a floating body,
has been introduced and investigated extensively by experiments [2–5]. The
device structure is shown in Fig. 5.5. This vertical IMOS is not based on
avalanche breakdown like the lateral IMOS. Instead, the holes generated by
impact ionization charge the floating p-body and cause a dynamic reduction
of the threshold voltage, which leads to an extremely fast rising drain current
in the subthreshold region.

One of the most important advantages of the device is that it offers
the mechanisms for mitigating the damages by hot electrons almost com-
pletely [4] and shows the capability of working properly under high temper-
atures [2]. These characteristics will be discussed in details later.

5.2.1 Device structure
The structure of the standard vertical IMOS made solely of relaxed silicon,

named RSi-IMOS, is shown (Fig. 5.5). This structure comprises source and
drain regions with n+ doping, an intrinsic channel with a highly doped δp+

layer in the middle and two gates. With this structure, an arbitrary choice
of doping levels for this delta layer, which is above a certain minimum level
necessary to obtain a significant potential barrier, can be made. Therefore,
it is possible to achieve high electric fields in the intrinsic zone near the drain
without applying a very high drain-source voltage. Moreover, the static
leakage current is very low, in the range of pA [3] thanks to this barrier. The
doping profile of the device is shown in Fig. 5.6 [32].

The operation of this device can be explained through its band structure
at different bias conditions in Fig. 5.7. This device has a triangular-shaped
potential barrier with the peak at the delta layer. The potential difference
between the drain and source directly results in an electric field in the intrinsic
region near the drain. A positive gate voltage is also needed to lower the
barrier to let electrons flow from source to drain for turning on the device.
At low drain biases, for example in this case VD = 1V,VG1 = VG2 = 1.2V,
the electric field is not high enough to cause significant impact ionization
and the device, hence, behaves like a conventional MOSFET. The electric
field is increased by increasing the drain voltage. At a certain condition, for
example in this case VD = 2V,VG1 = VG2 = 1.2V, II is significant so that the
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Figure 5.5: Structure of the vertical IMOS [75].
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Figure 5.6: Doping profile of the investigated vertical IMOS transistors:
Ndrain = Nsource ∼ 4× 1018cm−3; the p+ layer has a Gaussian profile with
a peak value of Pmax = 1× 1019cm−3 [32].

threshold voltage is reduced drastically. Therefore, a very steep subthreshold
slope is achieved. Fig. 5.8 shows operation modes of the device through device
simulations [75]. These simulation results agree well with the experimental
data published in [3].

We see that since this device needs impact ionization to charge the floating
body, it requires lower electric field and hence much lower drain voltage
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Figure 5.7: Band diagrams for the investigated vertical IMOS.
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Figure 5.8: Different operation modes of a vertical IMOS with a wide body
(d = 5µm) [75].

than the lateral IMOS. Moreover, the hot carriers are spread into the bulk,
not only confined to the silicon-oxide interface. As a result, the device can
reduce the damages by hot electrons almost completely and has a stable
operation. The device was also shown to work well up to 250oC with a
stable threshold voltage and leakage current in the nA range [2]. Higher
temperatures, up to 350oC, are also expected for these IMOS. This is a very
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significant improvement of the working reliability for IMOS transistors.
However, the device suffers from hysteresis. This phenomenon can be

explained by the parasitic bipolar transistors formed at high drain voltage,
as in Fig. 5.8, with the n+ drain region as emitter, n+ source region as
collector and the delta layer as base. When the current originating from this
bipolar transistor exceeds a certain level, the device can no longer be turned
off by reducing the gate source voltage. At that time, the bipolar transistor
itself delivers the electrons which provide the holes for its base current via
impact ionization. In this case, only a reduction of drain voltage below the
level for impact ionization or a negative gate source voltage applied to the
device can switch it off again [3].

Another disadvantage of the device is its low switching speed. To switch
the device completely off, the floating body has to be discharged completely
via the body source junction. However during the discharging process, elec-
trons are further injected from the source until this junction is no longer
forward biased. Recombination can also contribute to the discharging; how-
ever the recombination rate is low due to the low electron density in the
p-body [75]. This effect is well known from SOI devices with a floating body.
Finding a suitable way to increase the switching speed of the device, up to
the GHz range, is very challenging.

Device simulations have been applied to find the optimum parameters for
these vertical IMOS [75]. It was shown that a very thin body, such as 50
nm, can help to increase the switching speed of the IMOS to the GHz range.
However, reducing the supply voltage and minimizing or avoiding hysteresis
is still an open issue.

5.2.2 Vertical IMOS with a strained SiGe layer
In the paper by Savio et al. [101], through a review of all I-MOS structures

made of Si reported by different groups and by a combination of simulations
and experiments for their own lateral IMOS structure, it was concluded that
the supply voltage of silicon IMOS devices saturates at a certain length and
does not fall under about 4.5 V. The threshold minimum of short transistors
cannot be reduced by a further reduction of the electrical length. Therefore
any further improvement of the IMOS should go with Ge structures. In
this dissertation, for the purpose of reducing the supply voltage, a vertical
IMOS with a strained SiGe layer placed between the channel and the drain
is investigated.

The vertical IMOS with a strained SiGe layer, named in this work SSiGe-
IMOS, is depicted in Fig. 5.9. The pseudomorphically-grown SiGe layer
is biaxially strained because of the lattice mismatch with the relaxed bulk
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Si [28]. Due to its smaller band gap, strained SiGe has higher II rates than
relaxed Si, especially at low energies near the ionization threshold as shown
in Fig. 4.12. Therefore, strained SiGe is expected to give higher generation
rates than Si if a strained layer is implemented in the II region of the IMOS.
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Figure 5.9: Structure of the vertical strained-SiGe-IMOS (SSiGe-IMOS). De-
vice dimension: d=50 nm, L=70 nm, dox = 5nm; Gate: nPoly [32].

Since the II rates depend on the location within the device, the position
of the strained SiGe layer will be determined carefully to obtain the highest
rates. The threshold voltage of the device also changes depending on the
layer’s position. Moreover, the shape and thickness of the SiGe layer affects
the performance of the device. Abrupt changes in the Ge content can result
in spurious barriers, which could choke the channel. Therefore, various Ge
profiles are investigated. An example of a Ge profile for the SSiGe-IMOS is
illustrated in Fig. 5.10.

The band diagrams of the channel region for the RSi-IMOS and SSiGe-
IMOS are presented in Fig. 5.11. When no bias is applied, as in Fig. 5.11(a),
the high barrier at the δp+ prevents electrons to flow from the source to
the drain. However, when the drain and gate voltage are large enough, as
in Fig. 5.11(b), the potential barrier is lowered and the electric field in the
intrinsic region near the drain increases. Consequently, electrons from the
source can get into the intrinsic region with a high electric field and impact
ionization happens.
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Figure 5.10: The dashed line shows one of Ge profiles for the SSiGe-IMOS
investigated in this work (the continuous line is the doping profile, which is
the same as the doping profile for the RSi-IMOS in Fig. 5.6).

5.3 Device simulations
5.3.1 Combination of MC and HD simulators

HD simulations are combined with MC simulations to investigate the
devices. Since the HD simulator and the Lucky-Electron (LE) model for
II [63] cannot capture all details of the anisotropic band structure and the
avalanche mechanism, the LE-II model is calibrated to match the MC re-
sults. First, the IMOS is simulated with HD but without II for different
contact voltages. The resulting electrostatic potentials, charge carrier distri-
butions, and current densities provide the input for nonself-consistent MC
simulations (NSC-MC). Then the obtained generation rates are used to ad-
just the parameters of the LE-II model in the HD simulator. This approach
which assures consistent simulations between the two simulators is outlined
in Fig. 5.12.

5.3.2 Full-band Monte Carlo simulator
Impact ionization

Simulation of the II activities in devices by MC requires the knowledge
of the scattering rate of II for the investigated materials. In this work, we
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Figure 5.11: Band diagrams for the RSi-IMOS and SSiGe-IMOS for the cases:
(a) without external bias (b) VD = 2V,VG1 = VG2 = 1.2V. Continuous lines
are for the RSi-IMOS and dashed lines are for the SSiGe-IMOS. Doping and
Ge profiles are shown in Fig. 5.10.
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Figure 5.12: The simulators for the RSi-IMOS and SSiGe-IMOS.

use the II rates for strained SiGe which were presented in Chapter 4. This
II model takes into account the anisotropy of the ionization rates, i.e. the II
rate depends not only on the energy of the initial carrier, but also on its wave
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vector. This is important, because the II rate of strained SiGe is strongly
anisotropic in the k-space, especially when the energies of the initial carriers
are close to the ionization threshold (see Fig. 4.13).

Non-self consistent simulations

The nonself-consistent Monte Carlo (NSC-MC) approach has been shown
to be an efficient and reliable tool for hot electron simulations [14, 64]. The
CPU-time of NSC-MC simulations is orders of magnitude less than that of
self-consistent ones, whereas both methods yield the same results for hot
electron quantities. Therefore, in this work, NSC simulations are used to
investigate carrier generation by II in the vertical IMOS.

NSC-MC also allows us to restrict the MC simulation window domain to
a small window of the active device region and to neglect most parts of the
high particle density areas of the source and drain regions [48]. Fig. 5.13
shows the MC simulation window within the investigated RSi-IMOS. It is
clear that all hot-electron activities are confined to this area of the device.

5.3.3 Hydrodynamic simulator
As has been shown in [75], HD simulations are able to give very reliable

results compared with experimental data, whereas the simpler drift-diffusion
model cannot reproduce the typical effects of the vertical IMOS with suffi-
cient accuracy. Therefore HD is used to obtain the electrical characteristics
of the RSi-IMOS and SSiGe-IMOS. But it is only necessary to solve the en-
ergy balance equation for electrons; holes can be considered with constant
hole temperature. The reason is that the effect of impact ionization origi-
nates mainly from electrons. The simulation results remain nearly identical
if the energy balance equation of the holes is included, but simulation time
and convergence problems increase significantly [33].

The results which are presented in the following have been obtained with
the device simulator GALENE III [1]. For impact ionization, a nonlocal
model which is the soft threshold LE model [63] has been used. Band-to-
band tunneling has also been taken into account with a nonlocal model [124].

5.4 Results and Discussions
5.4.1 Full-band Monte Carlo simulations

Besides the II rate, the II coefficient and quantum yield are important
measures of II activities. From Sec. 4.4.2 in Chapter 4, we already know that
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Figure 5.13: Impact ionization rate (1/s.cm3) in the RSi-IMOS within
the MC simulation window at bias condition: VG1 = VG2 = 1.2V and
VD = 1.75V.

II coefficients for biaxially strained SiGe (with 20% Ge) are much smaller
than for relaxed Si (see Fig. 4.14), whereas the quantum yield in strained SiGe
is larger than the one in relaxed Si (see Fig. 4.15). The difference of these
two quantities leads us to investigate to see whether II in the SSiGe-IMOS
happens under conditions which are closer to the II coefficient experiment or
quantum yield experiment.

Various Ge profiles with a maximum concentration of 20% are investi-
gated. As we know, there is a tradeoff between the layer Ge fraction and
the thickness to maintain the layer strain. Hence, the maximum thickness of
the strained layer is kept below about 50 nm to avoid any relaxation [28]. In
addition, we see from Fig. 5.13 that the II generation rate in the RSi-IMOS
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is highest in the range from 0.25 - 0.30 µm along the vertical direction of the
device. Therefore, the following Ge profiles which can be divided into three
groups (Fig. 5.14) will be investigated:

• Group 1: The strained SiGe layer covers the highest II area and extends
over the junction to the channel (Profiles: GE1-1, GE1-2).

• Group 2: The strained SiGe layer covers only the highest II area, i.e.
from 0.26 - 0.29 µm (Profiles: GE2-1, GE2-2).

• Group 3: The strained SiGe layer is placed in the channel region, be-
tween the peak of the p-doping and the junction to the drain (Profiles:
GE3-1, GE3-2).
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Figure 5.14: Different Ge profiles for the strained SiGe layer in the SSiGe-
IMOS: (a) Group 1 and Group 2 - strained layer mostly inside the drain (b)
Group 3 - strained layer in the channel.

The generation current due to II in the RSi-IMOS and SSiGe-IMOS is
investigated to have a first look at the impact of the strained SiGe layer.
Fig. 5.15 shows the obtained II generation current for various bias conditions.
The Ge profile GE1-2 of Fig. 5.14 is used. For all drain and gate bias
conditions, the vertical IMOS with a strained SiGe layer shows an about 10
times higher II generation current than the RSi-IMOS. This result seems to
be related to the quantum yield of strained SiGe and relaxed Si (Fig. 4.15).
For the same II generation current, the drain voltage in the SSiGe-IMOS can
be lower by 0.4-0.7V than in the RSi-IMOS.
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Figure 5.15: II generation current of the SSiGe-IMOS and RSi-IMOS with
VG1 = VG2 = 1.2, 1.4V. Ge profile GE1-2 in Fig. 5.14 is used for the SSiGe-
IMOS.

Next the dependence of the II generation current on Ge profile is shown
in Fig. 5.16. There are two remarkable points to be discussed from these re-
sults. First, the II generation current rises when the thickness of the strained
SiGe layer increases, regardless of the position of Ge layer. The current of
GE1-1, GE2-1 and GE3-1 is larger than that of GE1-2, GE2-2 and GE3-2,
respectively. Second, it is surprising that the Ge profiles of group 3 give the
highest II generation currents even though all strained layers are placed in
the channel, not in the highest II region in the drain. When group 1 and
group 3 are compared at the same thickness, the Ge profiles of group 3 pre-
vail. The Ge profile GE3-1 of 35 nm thickness can give a higher II generation
current than the Ge profile GE1-1 of 50 nm.

For a better understanding of the origins of these results, the avalanche
multiplication factor M-1 for these devices is calculated. This factor is de-
fined as

M − 1 = Igen

Iinj

, (5.1)

where Igen is the II generation current and Iinj is the injection current of the
NSC-MC simulation, which is determined by the HD simulator. From the
results in Fig. 5.17(a), we see that the multiplication factors in all investigated
SSiGe-IMOS are smaller than those of the RSi-IMOS (in this figure, only
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Figure 5.16: II generation currents of the SSiGe-IMOS with different Ge
profiles (in Fig. 5.14) at VG1 = VG2 = 1.2V.

one representative of each Ge profile group is shown for easy visualization).
However if the alloy scattering effect is turned off, the multiplication factors
in the SSiGe-IMOS with the Ge profiles of group 1 and group 2 are equal
to or slightly higher than the factor in the RSi-IMOS, which is shown in
Fig. 5.17(b). This is similar to the case of II coefficients in Fig. 4.14, where
strained SiGe has much lower coefficients than relaxed Si in the case with
alloy scattering. When alloy scattering is not taken into account, the II
coefficient of strained SiGe is larger.

It is also observed that although the Ge profiles of group 3 produce the
highest II generation current for the SSiGe-IMOS, their respective multipli-
cation factors are the smallest. Alloy scattering does not make a significant
contribution here. The multiplication factors for both cases, with and with-
out alloy scattering, are almost the same and they are smaller than their
counterpart in the RSi-IMOS.

From these observations, it can be concluded that II events in the vertical
IMOS occur under conditions which are closer to the II coefficient experiment
than the quantum yield experiment. The increase in II generation current is
not due to the increasing capability of II activities in strained SiGe layer, i.e.
II efficiency does not increase. Therefore, other reasons should be considered,
such as the threshold voltage of the device. The simulation results from the
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HD simulator will provide more insight into the SSiGe-IMOS devices.

5.4.2 Hydrodynamic simulations
The results of the II generation obtained by NSC-MC simulations are used

to calibrate the lucky electron model which is used to calculate the avalanche
generation with the HD simulator. A comparison of the II generation currents
resulting from NSC-MC and HD simulations is shown in Fig. 5.18. The same
parameter set of the lucky electron model is used for the RSi-IMOS and the
SSiGe-IMOS. The agreement between MC and the lucky electron model is
good; therefore HD simulations are sufficiently accurate to investigate the
influence of relaxed Si and strained SiGe on the electrical characteristics of
the IMOS transistor.

The following results have been obtained by self-consistent solutions which
consider the interactions of avalanche generation and the electrostatic poten-
tial in the p-body determining charge carrier densities and currents [33].

In Fig. 5.19, the ID − VG characteristics of two different SSiGe-devices
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Figure 5.18: II generation currents from NSC-MC simulations are used to
calibrate the HD model for the RSi-IMOS and SSiGe-IMOS (with Ge profile
GE3-1 ) [33].

and a RSi-IMOS transistor are compared. There is nearly no difference
between the RSi-IMOS and the IMOS with the strained SiGe layer in the
drain (GE2-2 ); whereas with such a layer inside the p-body region (GE3-1 ),
the threshold voltage of the SSiGe-IMOS is reduced by approximately 130
mV. However, this threshold shift has no influence on the leakage current at
zero gate voltage as well as on the on-current at high gate voltages. They
remain at the same level; therefore the good Ion/Ioff ratio is not reduced.
Also the subthreshold swing does not change.

Fig. 5.20 shows the drain current as a function of the drain voltage at
VG = 1.2 V. With a strained SiGe layer in the drain region (profile GE2-2 ),
a distinct change of the device characteristic is again not achieved. However,
if this layer is inside the p-body (GE3-1 ), the current of the SSiGe-IMOS is
significantly larger than the current of the RSi-IMOS at any drain bias. The
transition from normal MOSFET operation to IMOS operation also occurs
at a lower drain voltage. This is due to the fact that the higher current level
in the SSiGe-IMOS leads to a larger amount of generated holes which, in
turn, charge up the body region [33]. At low drain voltages, however, the
avalanche generation is too small to influence the device behavior. Therefore,
the current increase due to the SiGe layer must be caused by a different effect
which is investigated below.
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Figure 5.19: Simulated ID − VG curves of the RSi-IMOS and SSiGe-IMOS
at VD = 2V [33].
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Figure 5.20: Simulated ID − VD curves of the RSi-IMOS and SSiGe-IMOS
at VG1 = VG2 = 1.2V [33].

Fig. 5.21 shows the band diagrams of the RSi-IMOS and SSiGe-IMOS
with different Ge profiles. It can be seen that a Ge-layer inside the p-body
(GE3-1 ) lowers the energy barrier between the source and drain of electrons
in the conduction band. This has the consequence that the electron current
in the MOSFET channel increases. Due to such a lower barrier, the electric
field is also reduced and the effect of II is weaker. The reduction of these
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quantities also explains why smaller multiplication factors are observed for
SSiGe-devices with a Ge layer in the body (see Fig. 5.17). Nevertheless, the
II generation in these devices is higher due to the higher electron current.
For the Ge layer in the drain region, a small reduction of the energy barrier
in the conduction band can also be noticed. But this layer simultaneously
lowers the barrier for holes in the p-body and the charging up of the body is
reduced. Both effects compensate each other [33].
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Figure 5.21: Band diagrams of the RSi-IMOS and SSiGe-IMOS at VG = 1.2V
and VD = 1.5V.

5.5 Noise investigation in vertical IMOS tran-
sistors

5.5.1 Simulation approach
Impact ionization degrades the noise performance in nanoscale devices.

This fact is shown in [97] for heterojunction bipolar transistor (HBT). The
excess noise attributed to II has also been shown for SOI MOSFETs by many
groups, which was reviewed in [106]. For lateral IMOS, the avalanche break-
down produces orders of magnitude more drain noise than a conventional
MOSFET [43]. The vertical IMOS is expected to produce less noise than the
lateral one because II is used to charge the floating body only. However, it is
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necessary to investigate the noise in these devices to see whether this noise
is detrimental for digital and analog applications or not.
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Figure 5.22: Comparison of ID − VG curves for local and nonlocal model at
different bias conditions.

Hydrodynamic simulations have been shown to be able to capture cor-
rectly the impact of the floating body effect on noise in SOI devices [62]. In
principle, the vertical IMOS here behaves like these SOI devices. Therefore,
it is expected that its noise performance can also be investigated by HD
simulations. This work will follow the model mentioned in [60, 62] for noise
investigation.

The simulations include noise due to carrier scattering (so-called diffusion
noise), II and Shockley-Read-Hall recombination [11,103]. The local temper-
ature model for II [83] is used instead of the nonlocal one. The reason is
that nonlocal models destroy the band structure of the Jacobian required for
noise calculations [62]. It was also shown in [62] that the local model can
well represent the noise behavior of SOI devices.

The I-V characteristics of the IMOS device obtained from local and non-
local models are shown in Fig. 5.22. We can see that II effect in the local
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model happens later than in the nonlocal one. At low drain bias, the differ-
ence between the two models is significant. However, at higher drain bias,
which is the operating voltage of the investigated IMOS device, the local
model can give acceptable results, especially at Ion and Ioff ranges. For the
noise simulation, band-to-band tunneling is also turned off.

5.5.2 Results and discussions
Results for the RSi-IMOS

First of all, the spectral intensity of the drain current fluctuations is
obtained for a wide range of frequencies. The result is shown in Fig. 5.23.
The contribution of different types of noise to the overall noise performance of
the vertical IMOS is presented in this figure. The noise due to hole diffusion
is the largest among the types of noise. The second largest is the generation-
recombination noise, followed by the electron diffusion noise. The II noise is
the smallest one.

As discussed above, since II does not contribute directly to the drain
current but generates holes that accumulate in the floating body, noise from
II is not as significant as the other noise sources. In contrast, the noise of the
generated hole current from II is the largest. In fact, also in Fig. 5.23, we
see that when II is turned off, the main noise comes from electron diffusion.
The total noise of the RSi-IMOS with II is two orders of magnitude larger
than without II.

It is observed that the noise of the vertical IMOS has a well-known
Lorentzian shape, which is similar to the noise in other SOI-MOSFETs with
a floating body. The noise is characterized by a plateau value in the power
spectral density, followed by a 1/f2 decrease above a characteristic corner
frequency fc. This behavior is caused by a first-order low pass filter, which is
shown in [55]. The small-signal equivalent circuit of the noise for the floating
body is illustrated in Fig. 5.24.

The equivalent body-ground capacitance Ceq can be modeled as the sum
of all the capacitance seen from the body, which includes the body to de-
pletion capacitance Cbb, the body to gate (two gates) capacitance Cbg and
the body to source and drain capacitance Cjs and Cjd. The Ceq can also
be calculated by the change of the body charge over the body potential
as Ceq ≈ ∂Qb/∂Vb. The equivalent body-ground resistor is calculated by
req = dVb/dIb. The cut-off frequency of the Lorentzian noise spectrum is
determined by

fc = 1
2πreqCeq

(5.2)
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Figure 5.23: Spectral intensity of the drain current fluctuations for the RSi-
IMOS. The case without II is also simulated for the comparison. The drain
current for both cases are chosen to be the same (around 0.1A/cm). Device
bias for two cases: With II: VD = 2V and VG1 = VG2 = 1.35V; Without II:
VD = 2V and VG1 = VG2 = 3.57V.

Fig. 5.25 shows that the change of the noise performance with the increas-
ing drain bias is also similar to the noise behavior of SOI-MOSFETs, which
has been measured [55] and shown through HD simulations [62]. Increas-
ing drain bias results in a reduction of req and leads to a low amplification
gain by the floating-body to the shot noise. Therefore, the noise magnitude
decreases and the cutoff frequency increases (due to eq. (5.2)).

The minimum noise figure for the RSi-IMOS is also calculated, which is
presented in Fig. 5.26. We see that the noise figure increases when the drain
voltage increases. This behavior has already been seen in Fig. 5.25. When
II is turned off, NFmin is almost independent of the drain voltage, which is

98



�
��

�
��

����

	��
��

�

�� �


��

Figure 5.24: Noise small-signal equivalent circuit for the floating body [55].
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Figure 5.25: Spectral intensity of the drain current fluctuations of the RSi-
IMOS for a gate bias of 1.4V and drain bias steps of 0.25V.

also mentioned in [97].

Results for the SSiGe-IMOS

First the spectral density of the drain current fluctuations for the SSiGe-
IMOS at a gate voltage of 1.35 V and a drain voltage of 2 V is simulated,
in comparison with the RSi-IMOS at the same bias. The result is shown in
Fig. 5.27. We can see that the GR noise is the cause for the noise differ-
ence between these two devices. This can be explained that more holes and
also more electrons, as discussed in Sec. 5.2.2, are generated for the SSiGe-
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Figure 5.26: The minimum noise figure for the RSi-IMOS at a frequency of
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IMOS than for the RSi-IMOS; hence the process of generation-recombination
happens also to be stronger.

Second the drain current noise over the varied drain and gate voltages is
investigated. Fig. 5.28 and Fig. 5.29 show respectively the spectral intensity
of the drain current fluctuations over VG and VD at a frequency of 100 MHz.
The noise is relative to the magnitude of the drain current, as presented
in Fig. 5.19 and Fig. 5.20. In general, the difference between these two
structures is not significant.

Finally the minimum noise figure is investigated. Fig. 5.30 compares
NFmin at different frequencies versus gate voltage. The SSiGe-IMOS has
a higher NFmin than the RSi-IMOS does at lower frequencies; however at
higher frequencies the situation is opposite. This can be explained from the
fact that the cut-off frequency of the SSiGe-IMOS is higher than that of the
RSi-IMOS, which was shown in Fig. 5.27 above.

The minimum noise figure of these devices under varied drain voltages
is presented in Fig. 5.31. The situation is similar to the case of varied gate
voltages as in Fig. 5.31. One remarkable point to be discussed here is that
at very high drain voltages, even at high frequencies, the SSiGe-IMOS gives
worse NFmin than the RSi-IMOS.
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Figure 5.27: Comparison of the drain current noise between the SSiGe-IMOS
and RSi-IMOS at the bias condition of VD = 2V and VG = 1.35V.
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Figure 5.28: Comparison of the drain current noise between the SSiGe-IMOS
and RSi-IMOS over different gate voltages (VD = 2V) at a frequency of 100
MHz.

5.6 Summary
A vertical IMOS transistor with a strained SiGe layer in the drain-sided

ionization region and in the channel has been investigated by 2D device
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Figure 5.29: Comparison of the drain current noise between the SSiGe-IMOS
and RSi-IMOS over different drain voltages (VG = 1.35V) at a frequency of
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Figure 5.30: Comparison of the minimum noise figure between the SSiGe-
IMOS and RSi-IMOS versus gate voltage (VD = 2V).

simulations. The results show that it is possible to improve the characteristic
of the vertical IMOS transistor with a strained SiGe-layer. However the
position of this layer inside the device must be chosen very carefully since
such a layer can have various consequences. The avalanche multiplication
factor is not increased by strained SiGe, therefore a layer inside the drain
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Figure 5.31: Comparison of the minimum noise figure between the SSiGe-
IMOS and RSi-IMOS versus drain voltage (VG = 1.35V).

region has little influence. But if the layer is incorporated in the p-body, it
can reduce the threshold of the turn-on of the IMOS.

Noise performance of the IMOS devices has been investigated. Gener-
ally, the spectral intensity of the drain current fluctuations in these IMOS is
around two orders of magnitude larger than the case without II. Therefore,
the noise performance should be considered carefully for any application of
this IMOS device.

103



Chapter 6

Conclusions

6.1 Conclusions
A model for calculating impact ionization rates for strained Si and strained

SiGe has been developed. The model follows the approach of the constant
matrix element approximation. The calculation is done on the basis of exact
energy and momentum conservation together with realistic full band struc-
tures. The wave-vector space is discretized with a very fine grid [32], which
has never been done before to my knowledge. A good agreement between
Full-band Monte Carlo simulations and experimental data for II coefficient
and quantum yield of relaxed Si is obtained. For strained Si and SiGe, the II
rates are shown to be converged for the fine k space grid, which still can be
processed with current CPU capacity. This fact makes the results reliable in
situations where there is no experimental data for comparison.

From this model, the characteristics of II for uniaxially/biaxially strained
Si and biaxially strained SiGe have been explored. It is found that the
band gap plays an important role only at low energies (< 2.0 eV), whereas
the overall II rate depends on the band structure of the strained material.
Therefore it is common that the II rate of strained Si and SiGe is remarkably
higher than that of relaxed Si only at low energies. The difference at high
energies is not significant. For strained SiGe, alloy scattering cancels the
gain from the higher II rate, hence resulting in a much smaller II coefficient
compared to relaxed Si.

Such an II model has been integrated into the Full-band Monte Carlo
simulator for simulating relaxed-Si-IMOS and strained-SiGe-IMOS devices.
The II results from FB-MC simulations can be used to calibrate the Hydrody-
namic model which is more efficient for simulating the devices especially for
getting I-V curves. This hierarchical simulation approach, which is a combi-
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nation of FB-MC and Hydrodynamic simulations, can offer insight into this
device, which cannot be obtained by either method alone.

The developed simulator has been used to thoroughly investigate the
vertical IMOS in order to optimize it. Strain engineering has been applied
as an attempt to improve its performance. A thin layer of biaxially strained
SiGe, of from 20 - 50 nm, is placed inside the device. However such a thin
layer still suffers severely from alloy scattering. II coefficients in this strain
layer are, hence, smaller than those in relaxed Si. As a result, the avalanche
multiplication factor is not increased by strained SiGe. The possibility of
applying biaxially strained SiGe to improve the performance of vertical IMOS
seems to be very limited.

Finally, the noise performance for the vertical IMOS has been investi-
gated. Although this noise is smaller than in the lateral IMOS, it is still
more than two orders of magnitude larger than without II. This fact limits
the application of the IMOS.

6.2 Future works
In the developed model, II rates are adjusted by a constant factor which is

obtained by fitting a pair of II coefficient and quantum yield from simulations
with the results from experiments. Up to now, such a pair of experimental
data is only available for electrons. For hole-initiated II, no experimental data
is available for fitting. Therefore, in the scope of this dissertation, II rates
for holes have not been presented. This missing result should be calculated
in a future work, when the experimental data is available or when there is
another more suitable model for calculating such rates.

Throughout this dissertation, II rates of strained Si and SiGe are fitted
by the global fitting parameters obtained from the relaxed Si case. Due to
the shortage of experimental data, no comparison or proof of the results of
this model for strained material is done. This is another future work.

Furthermore, only biaxially strained SiGe IMOS has been investigated
because the Hydrodynamic model cannot handle uniaxial strain. Future
work should investigate the case of a uniaxial strained IMOS.
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